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A Real-Valued Kalman Estimation Method for Harmonic Signal 
Analysis in Biomedical Applications
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ABSTRACT
This work presents a methodology for obtaining the harmonic estimation of biomedical signals such as 
electrocardiogram, cardiorespiratory and blood pressure signals. The proposed methodology is achieved using 
polynomial approximation and the Kalman filter. As advantage, the technique includes instant estimations of signal 
harmonics and its derivatives using a real-valued model. Furthermore, a comparison of the results is conducted with 
the Savitzky-Gola, nonlinear tracking differentiator methods, extended state observer and digital differentiator base 
on Taylor series. The results suggest that the proposed method has the potential to enhance the quality of signal 
measurements, especially in the presence of noise. 
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RESUMEN
Este trabajo presenta una metodología para obtener la estimación armónica de señales biomédicas como señales 
de electrocardiograma, cardiorrespiratorias y de presión arterial. La metodología propuesta utiliza la aproximación 
polinomial y el filtro de Kalman. Como ventaja, la técnica incluye estimaciones instantáneas de las armónicas de la 
señal y sus derivadas utilizando un modelo con parámetros en los reales. Además, se realiza una comparación de 
los resultados con los métodos de Savitzky-Golay, el diferenciador de seguimiento no lineal, observador de estados 
extendido y diferenciador digital basado en series de Taylor. Los resultados sugieren que el método propuesto tiene 
el potencial de mejorar la calidad de las mediciones de señales, especialmente en presencia de ruido.

PALABRAS CLAVE: análisis de señales biomédicas, estimación armónica en señales biomédicas, estimación de derivadas 
en señales biomédicas
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Signal analysis is essential in many engineering fields, including power systems, vibration analysis, voice 
recognition, radar applications, biomedical engineering, and digital communications. Because it allows 
obtaining relevant features regarding system information. The human body has different systems, such as 
the cardiovascular, nervous, and respiratory system, among others[1]. From these systems, signals can be 
obtained that provide relevant information. These signals are processed for analysis[2][3], which leads to their 
quantization, causing quantization error. These signals can not only be affected by quantization error but 
also by other errors caused by measurement instrument components or incorrect usage. One solution to this 
issue is the implementation of a methodology that considers noise filtering and achieves instantaneous esti-
mates without the need for a sample window for estimation.

The measurement of biomedical signals is a cornerstone of modern healthcare, providing critical insights 
into physiological processes and aiding in the diagnosis and treatment of various medical conditions. 
Common examples of biomedical signals are electrocardiograms (ECG), electroencephalograms (EEG), and 
blood pressure measurements. These signals are crucial for monitoring patient health, conducting medical 
research, and developing new medical technologies. The precision and capabilities of biomedical signal mea-
surement depend on sensors and signal processing techniques. Digital Signal Processing (DSP) techniques 
enable the extraction of meaningful information from noisy signals, improving diagnostic accuracy[4]. 
Therefore, the rates of change in biomedical signals are part of their analysis.

Below are some methodologies that can be implemented in signal estimation, which can also estimate the 
rate of change in the signal. The Savitzky-Golay (Sgolay) method includes the use of data windows[5][6], intro-
ducing a delay in its estimates. In[7][8], the discrete wavelet transform is implemented to cancel disturbances 
in ECG caused by devices or movements. However, even when the sample window size can be narrow 
depending on the signal resolution to be estimated, a sample window is still necessary for information esti-
mation. On the other hand, the Nonlinear Tracking Differentiator (NTD) method[9][10] requires an adjustment 
parameter, which consequently implies a drawback since this parameter needs to be calibrated with respect 
to the signal to be estimated, leading to potentially suboptimal or highly suboptimal estimates. In response 
to these limitations and based on the results obtained from the methodology used in[11][12] for phasor estima-
tion, it was proposed to employ a methodology that enables instant estimations. This methodology is 
grounded in the implementation of a signal model that includes its respective derivatives, all within a state 
transition matrix. With a zeroth-order model (approximating the signal with a zeroth-order Taylor polyno-
mial), estimations of the electrocardiogram are obtained. By increasing the order of the Taylor polynomial, 
the model is modified, allowing for the estimation of signal derivatives, achieving a better response in esti-
mation for signals corrupted by noise. This methodology surpasses the limitations of other strategies in the 
sense that there is no need for a sample window to perform estimations and enables a more accurate signal 
approximation by reducing noise. Consequently, the proposed method focuses on obtaining a more precise 
and comprehensive estimation in relation to the characteristics of biomedical signals. It successfully pro-
vides good estimates for signals such as electrocardiograms, cardiorespiratory signals, and blood pressure. 
Another method that can be implemented in the analysis of biomedical signals is the Extended State Observer 
(ESO), proposed for the cascade of integrator systems without measurement noise[13][14].

INTRODUCTION



Johnny Rodríguez-Maldonado et al. A Real-Valued Kalman Estimation Method for Harmonic Signal Analysis in Biomedical Applications 9

In the monitoring of ECG, it is common to use modulation techniques for transmission and reception. Some 
techniques have been developed; for example, in[15], a real-time algorithm for ECG-Derived Respiration is 
presented. In[16], an adaptive algorithm using different modulation schemes is introduced. In[17], a method for 
ECG monitoring is proposed that utilizes a transmitter-receiver system with modulation frequencies to send 
and receive ECG information.

Achieving a better representation of an ECG signal is another objective. For instance, in [18], a method to obtain 
a better representation of blood flow signals was proposed. In[19], a novel ECG enhancement algorithm based on 
sparse derivatives is introduced. In[20], the ECG is viewed as a quasi-periodic process and employs the unbiased 
finite impulse response (UFIR) smoother on optimal horizons, applied to a harmonic ECG model with good 
results. In[21], a new tracking differentiator is proposed, which can synchronously filter noise and estimate the 
derivative of the input signal. The proposed method, based on the analysis of the rate of changes in some bio-
medical signals such as ECG and blood pressure, involves the development of a model using a passband signal 
and its derivatives. By approximating the signal and its derivatives with Taylor polynomials, it is possible to 
develop a state transition to implement in the Kalman filter. Since the proposed method uses Taylor polynomi-
als, the methodology is compared with a Digital Differentiator based on Taylor Series (DDTS)[21].

The aim of this work is to present a method to estimate the derivative signal of an ECG. With the derivative, 
it is possible to detect high frequencies in the ECG, which are common in coronary heart disease and useful 
for electrocardiographic diagnosis. In[22], the derivative of an ECG is obtained using an electronic circuit and 
operational amplifier. However, in this document, the derivative is obtained mathematically, and the algori-
thm can be implemented in any microcontroller, DSP, FPGA, or PC. Additionally, the numerical results can be 
obtained in real time, and the method only needs one sample to achieve the estimate of both the signal and 
its derivative.

MATERIALS AND METHODS

Commonly, biological systems produce quasi-periodical signals. These signals are almost periodical signals, but 
with fluctuations between periods. Next, the model shown in[12][23] for a quasiperiodic signal oscillation is 
presented.

We start using a periodical signal sp(t), a fundamental approach involves to represent a periodic signal by its 
Fourier representation in Equation 1:

sp(t) =        che jhω1t,                                                                                          (1)

where ω1 represents the fundamental frequency in radians per second, H is the number of harmonics considered, 
and ch represents the Fourier coefficient related to the h-th harmonic.

If (1) is relaxed to allow slow variations (compared with ω1) in ch in both amplitude and phase, then the expression

ch(t) = ah(t)ejφh(t),                                                                                          (2)

∑
H

h = -H
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can be used to model the fluctuation through the behavior of each coefficient, where ah(t) and φh(t) now represent 
the amplitude and phase variation for each harmonic. Under the assumption (Equation 2), the quasi-periodic 
version of sp(t) is given by

s(t) =        ch(t)e jhω1t,                                                                                       (3)

where for a real-valued signal (Equation 3), the components should meet ch(t) = c-h(t) for h ≠ 0, with ch(t) representing the 
complex conjugate of ch(t). This relaxed model offers more flexibility as it allows the description of the time-varying 
dynamic evolution of each harmonic. The Taylor series at t0 can be used to represent each passband signal (Equation 4) by:

ch(t) =       ch
   (t0)                εh

       (t),                                                                         (4)

with ch
   (t0) =                     representing the k-th derivative of the h-th harmonic at t = t0, and εh

        (t) representing 
the residue due to higher-order terms.

Using (Equation 4) in (Equation 3), the following ex–pressing is obtained for the quasi-periodical signal (Equation 5):

s(t) =         rh(t) + E(t),                                                                                     (5)

where

rh(t) =                    (t - t0)k e jhω1t,                                                                           (6)

represents the h-th rotated phasor, and Ε(t) represents the summation over of the residues Ε(t) = ∑h=-H εh
       (t).

The relation (Equation 6) can be used to construct a transition function for the rotated phasor from time t0 to 
time t. We construct it by analyzing (Equation 6) per each value of h. We separate two cases, h = 0 and h ≠ 0.

First, for h = 0, the DC component r0 = c0 at instant t can be related to t0 by performing the derivation of (Equation 
6) (K - 1) times (Equation 7):

r0(t) = Ψ(t - t0)r0(t0),                                                                                     (7)

where the i-th element o the vector r0(t) ∈ ℝ(K + 1) is given by the i-th derivative of the DC component c0
  (t) for i = 1, 

… , n; and the i-th element of the j-th column of the matrix Ψ(t - t0) ∈ ℝ(K + 1)×(K + 1) is given by (Equation 8):

ψi,j(t) =                                                                                                                           (8)

In a similar manner, for h ≠ 0 the k-th harmonic component h at instant t can be related to t0 by performing the 
derivation of (6) (K - 1) times, where now, due to the complex exponential function, we have (Equation 9):

∑
H

h = -H

∑
K

k = 0

(k+1)(k) (t - t0)k

k!

(k) dkcht0

dtk t = t0

(k+1)

∑
H

h = -H

ch
   (t0)
k!

(k)

∑
K

k = 0

H (k+1)

(i)

(t - t0)(j - i)

(j - i)!

0,                              i > j,

,                    i ≤ j.{
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rh(t) = M(hω)Ψ(t - t0)M-1(hω)e jhω1trh(t0).                                                               (9)

In this context, the i-th element of rh(t) ∈ ℂ(K+1), in (9) represents the i-th derivative of rh  (t) and M(hω) ∈ ℂ(K + 1)×(K + 1) 
is a lower triangular complex matrix with elements given by (Equation 10):

mr,c =                                                                                                                                        (10)

A discrete representation of (Equation 10) can be obtained sampling s(t) with a uniform sampling time T, and 
using t0 = nT and t = (n + 1)T, it is possible to use the relations in (Equation 9) to relate the rotated phasor from 
sample to sample. From (Equation 9), with t0 = nT and t = (n + 1)T we have (Equation 11):

rh(n + 1) = Φh(n + 1, n)rh(n),                  h = -H, ..., H                                                  (11)

where Φh(n + 1, n) = M(hθ)Ψ(T)M-1(hθ)e jnhθ1 works as a transition matrix from time nT to (n + 1)T, and θ1 
represents the discrete fundamental frequency in radians.

Using (Equation 11) to represent each component in (Equation 5), a model for the signal s(n) can be constructed 
as follows (Equation 12):

                                                                      (12)

(i)

0,                                                             r < c,
1,                                                             r = c,

,                  r > c.(r - 1)!
(c - 1)!(r - c)!

(jhω)(r - c){

x(n + 1) = Ax(n),
s(n) = Cx(n) + E(n),

where x ∈ ℂ(2H + 1)(K + 1) represents a vector formed from the union of the 2H + 1 vectors rh, the components are  
ordered as follows x = [r0     r1     r-1     r2     r-2     ...     rH     r-H]'; thereby following (11) the matrix A ∈ ℂ(2H + 1)(K + 1)×(2H + 1)(K + 1) 
is a block diagonal matrix given by (Equation 13):

Φ0      0       0       ...        0       0
  0      Φ1      0       ...        0       0
 0        0     Φ-1   ...       0       0
   ⋮          ⋮          ⋮         ⋱         ⋮          ⋮

   0        0        0        ...      ΦH     0
      0        0        0        ...       0     Φ-H

and C ∈ ℝ(2H + 1)(K + 1) represents the synthesis of the signal from its harmonic components, according to 
(Equation 5) C is given by the union of (2H + 1) blocks ξ ∈ ℝK + 1, where ξ = [1     0     ...     0].

Only for h = 0 the corresponding elements in A and x are real-valued. However, a real-valued version of 
(Equation 12) can be obtained using ch(t) = c-h(t) for h ≠ 0. We use the following linear transformation x = Px 
where x ∈ ℝ(2H + 1)(K + 1) (Equation 14):

A =                                                                                                         (13)[ ],

~
~
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    I        0         0       ...         0       0
   0         I           I        ...         0       0
   0     

1
2-j I          I      ...         0       0

   ⋮          ⋮          ⋮          ⋱          ⋮         ⋮
   0        0        0        ...         I           I
    0        0        0        ...         I           I

Using the lineal transformation (Equation 14), a real-valued representation of (Equation 12) is (Equation 15):

                                                                      (15)

where A = PAP-1 and C = CP-1 are real-valued matrices and x = [r0 Re(r1) jIm(r1) ... Re(rh) jIm(rh)].

Application of the Kalman Filter and Coefficient Estimation
The standard discrete Kalman filter[24][25] can be applied to obtain the estimate of the harmonic components using 

the model (Equation 12). The Kalman filter implementation is shown in Algorithm 1. After the filtering process. The 
amplitudes and phases of each component ch(t), as well as its derivatives, can be derived from the estimates of x.

 =                                                                                                      (14)

1
2

1
2

1
2j

1
2

1
2

1
2-j 1

2j

[ ]r0
Re(r1)
jIm(r1)

⋮
Re(rh)
jIm(rh)

[ ] r0
r1
r-1
⋮

rH
r-H

[ ],

x(n + 1) = Ax(n),
s(n) = Cx(n) + E(n),

~ ~~
~

~ ~ ~

~

ALGORITHM 1. Pseudocode of the Kalman Filter

1: procedure
2: Initialize parameters.
3: for each sample n
4: Predict state:

5: Predict covariance:

6: Update Kalman gain:

7: Update state.

8: Update covariance.

9: end for
10: end procedure

x -(n) = Ax -(n - 1)~ ~~

P-(n) = AP(n - 1)A'~

K(n) = P-(n)C'(CP-(n)C' + σe )-12~ ~ ~

x(n) = x-(n) + K(n) (s(n) - Cx-(n))~ ~ ~~

P(n) = (I - K(n))CP-(n)~

RESULTS AND DISCUSSION

In this section, the estimates of the TKA filter are illustrated and compared with the Sgolay, NTD, ESO, 
and DDTS methods. The test signals are ECG, RAW (data corresponding to heart R-wave to R-wave 



Johnny Rodríguez-Maldonado et al. A Real-Valued Kalman Estimation Method for Harmonic Signal Analysis in Biomedical Applications 13

intervals), and blood pressure. As the first test signal, a synthetic ECG is developed with mathematical 
functions to obtain its derivative, using the set of derivatives of each of its functions. Hence, the 
estimation error in the signal and its derivative can be obtained. However, since the derivative in the 
measurement signals is not known, the error is only calculated with respect to the measurement 
signal.

Performance Results of the TKA Filter
The performance of the algorithm is showcased in this section, utilizing a polynomial approximation 

of K = 2 and H = 64 harmonics as detailed in Equation 4. In what follow we evaluate the capacity to 
reconstruct the input signal after applying the analysis and synthesis stages for the proposed real-
valued TKA (Taylor-Kalman Algorithm). For the TKA, the analysis stage includes the state estimation 
using the Kalman algorithm, and then the synthesis stage computes a reconstruction of the input signal 
from the filter estimates. We also evaluate the performance of the TKA as a derivative are also computed. 
The proposed TKA Filter was implemented on a computer with Matlab 2016b, Intel Core i5 @ 2.6 GHz, 
8.00 GB RAM, and operative system Mojave for MacOS is used.

As the PhysioNet signals[26] have not information about the derivative of the measurement signal. There 
is a problem when the performance of the derivative estimation is evaluated. To solve this situation, a 
math model of ECG is used to create synthetic ECG signals with known derivatives, obtained with each 
function of (Equation 16). The used model was proposed in[27], the synthetic ECG signal is defined as 
follows (Equation 16):

f0(t) = 0,                                                                    0 ≤ t ≤ 200                                                                                          (16.a)

f1(t) = a -       (    (t - (200 +      )))2
,                   200 ≤ t ≤ 200 + b                                                                             (16.b)

f2(t) = 0,                                                                   200 + b ≤ t ≤ 440                                                                             (16.c)

f3(t) = [         g + 1]c[                   ] ,                    440 ≤ t ≤ 440 +                                                                                (16.d)

f4(t) = [         g + 1]c[                          ] ,            440 +     ≤ t ≤ 440 + 3                                                                   (16.e)

f5(t) = [         g + 1]c[                          ] ,            440 + 3   ≤ t ≤ 440 + 6                                                                  (16.f)

f6(t) = [         g + 1]c[                   ] ,                    440 + 6    ≤ t ≤ 440 + d                                                                 (16.g)

f7(t) = 0,                                                                   440 + d ≤ t ≤ 440 + d + 680                                                      (16.h)

f8(t) = a -       (    (t - (680 +      )))2
,                   440 + d ≤ t ≤ 440 + d + f.                                                             (16.i)

The range for each one of the variables a ⋯ g used in the definition of the synthetic ECG is show 
in the Table 1.

a
100
15

8
b

b
2

140-d
100

-1.1*0.3(t-440)
20

d
7

140-d
100

d
7

d
7

140-d
100

d
7

d
7

140-d
100

-1.1*0.5(t+440)
20

-1.1*0.6(t-[400+1.5   ])
20

d
7

-1.1*0.5(t-[400 + 5   ])
20

d
7

d
7

e
100
15

80
f

f
2
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In Figure 1. The signal estimates are illustrated in top of the graph, while the derivative estimates are illustrated in bottom of 
the graph, the parameters used to generate the synthetic signal for this example are a = 0.1, b = 160, c = 0.096, d = 120, e = 0.2, 
f= 300, g = 50.

Variable Function in synthetic ECG signal Physiological interval

a Amplitude of P wave 0-0.3 mV

b Length of P wave 0-160 ms

c Amplitude of the QRS complex 0-0.5 mV

d Length or QRS complex 50-120 ms

e Amplitude of T wave 0-0.8 mV

f Length of T wave 0-300 ms

g Amplitude of the QRS complex 0-50 mV

FIGURE 1. Synthetic ECG signal and derivative estimates with Sgolay, NTD, ESO, DDTS, and TKA.

TABLE 1. Parameters of the synthetic ECG signal.

The input signal, as well as the estimates from the four algorithms, are displayed in Figure 1, (the measurement is illustrated 
in left top graph, and the error estimate in the right top graph). Furthermore, a zoomed-in view is offered to facilitate a closer 
examination of the estimation details. As it can be seen, the Sgolay estimation smooths (filters out high-frequency signals), 
which can lead to estimation errors in some cases or segments of the signal. On the other hand, NTD estimation provides errors 
in sections with abrupt changes in amplitude. And the ESO estimates have a similar behavior to the NTD but with greater 
amplitude. It can be observed that signal estimates provided by the proposed TKA method have the best performance. In 
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Figure 1, left of bottom graph, the estimation of the derivative of the signal is shown, which corresponds to the same zoomed-in 
section of the signal. Similarly, in the derivative estimation, the Sgolay method tends to smooth the signal, NTD method 
provides a significant number of errors when the signal exhibits rapid changes in amplitude. It is important to remark that no 
additional differentiator algorithms are needed to compute the estimation of the derivative when the proposed Kalman 
algorithm is used. Also, the error in derivative estimation is shown in the bottom right graph in Figure 1. When an abrupt 
change in the signal occurs, the estimations have considerable errors, with better estimates obtained using the ESO and DDTS 
methods. However, the measurement signals are smoother than the synthetic signal.

Signal under estimation is an Electrocardiogram (ECG) signal sourced from the PhysioNet database[26], (Signals recorded in 
labor, between 38 and 41 weeks of gestation; four signals acquired from maternal abdomen; direct electrocardiogram recorded 
simultaneously from fetal head; positioning of electrodes was constant during all recordings; Ag-AgCl electrodes (3M Red Dot 
2271) and abrasive material to improve skin conductance (3M Red Dot Trace Prep 2236); bandwidth: 1Hz - 150Hz (synchronous 
sampling of all signals); additional digital filtering for removal of power-line interference (50Hz) and baseline drift, Sampling 
rate: 1 kHz; resolution: 16 bits; input ranges are included in the records in EDF format). On the other hand, the results are 
depicted in Figure 2, where the estimation is compared with the Sgolay, NTD, ESO and TKA, The DDTS cannot estimate the 
signal; it can only estimate the derivative of the signal. As can be seen in the zoomed area, better estimates of the signal are 
obtained with TKA. The Sgolay filter smooths the changes, while NTD and ESO provide similar estimates. However, the ESO 
method yields larger estimates in amplitude. The derivative estimate is shown in the graph in Figure 2. Unlike the synthetic 
signal, DDTS provided the worst case in the estimates and is illustrated in yellow to distinguish it from the other signal 
estimates. The derivative estimates with TKA improve, with regard to the synthetic signal due to the smooth changes in the 
amplitude of the derivative.

FIGURE 2. a) Signal reconstruction with the Sgolay, NTD, ESO and TKA methods. And Zoomed-in view of the reconstructed 
(estimated) signal. In b) the derivative estimates are illustrated and zoomed-in view of the derivative estimation of the signal.
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As a third example, a cardiorespiratory signal RAW (data corresponding to heart R-wave to R-wave intervals). Data 
correspond to heart R-wave to R-wave intervals, Oxygen consumption, and mechanical power output on a beat-to-
beat basis recorded all along the graded exercise test sessions. Participants are 18 teenagers athletes (15.2±2 years) 
from the Regional Physical and Sports Education Centre (CREPS) of French West Indies (Guadeloupe, France)[26]. 
The results obtained using the Sgolay, NTD, ESO and TKA methods illustrated in Figure 3.a). In figure, a zoomed-in 
view of the signal is shown. Similarly to Figure 2, the estimates for rapid changes in the signal are deficient with 
the Sgolay and NTD methods. The DDTS method produced large errors when the signal had abrupt changes. In 
Figure 2 b), a close-up of the derivative estimation is presented, and the results show a behavior very similar to the 
derivative signal estimates in the electrocardiogram.

FIGURE 3. a) Signal reconstruction using the Sgolay, NTD, ESO and TKA methods. b) Zoomed-in view of the estimation. c) 
Estimation of the derivative of the estimated signal and include the derivative estimation with DDTS.

In Table 2, the RMSE error (17) estimates in signal and derivative estimate are show, as can be seen, TKA provided 
the better signal reconstruction. The best derivative estimates of the synthetic signal were obtained by NTD, the 
estimates in TKA are degraded by the transients, however they are closer to the NTD estimates and can be obtained 
without an additional derivative stage. The derivative of the synthetic signal is provided by the derivative of each 
function (f0(t), f1(t), … , f8(t)). However, since the measurement signal does not provide a known derivative, the 
error is not calculated. To obtain the derivative of the measurement signal, it would need to be processed by 
another method. Hence, in Table 2, only the error of the signal is calculated.
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Signal
RMSE

METHOD
Sgolay NTD ESO DDTS TKA

Sy
nt

he
tic Signal 0.0059 0.0311 0.0102 Not applicable 7.2722×10-5

Derivative 0.1821 0.006 0.0059 0.0061 0.0089

EC
G Signal 12.0219 12.9263 13.7664 Not applicable 7.7915×10-5

RA
W Signal 4.4964 5.6750 7.4522 Not applicable 1.1348×10-5

Bl
oo

d

Signal 1.5211×10-4 0.2916 0.0577 Not applicable 4.1782×10-15

RA
W

 2

Signal 0.0475 0.0525 0.0656 Not applicable 1.4625×10-15

TABLE 2. RMSE in signal and derivative estimates.

As a reference for the accuracy of the estimations, the root mean square error (RMSE) is calculated, 
which is defined as (Equation 17):

RMSE =                                                                                                              (17)

where s(n) represents the input signal and the signal estimation is defined as s(t) and N is the ample 
size.

CONCLUSIONS

The objective of this work is to verify the efficiency of TKA for the estimation of biomedical signals; 
three types of biomedical signals (ECG, synthetic ECG, cardiorespiratory and blood pressure) were 
analyzed. The capacity for signal reconstruction and derivative estimation were compared with the 
Sgolay, NTD, ESO and DDTS methods. Also, the estimation of the input signal is not obtained by the 
DDTS method, because it can only estimate the derivative of the signal. The results obtained for signal 
estimation show an advantage over the Sgolay, NTD and ESO methods, as well as a superiority in the 
estimation of its first derivative compared to the ESO method. On the other hand, note that the 
estimation is with respect to the synthetic derivative of the ECG signal, which has large discontinuities. 
Hence, in measurement signals that are smoother, it could be expected that the estimates in the 
derivative would have more precision. Looking ahead, to enhance the generalizability of our findings, 
we plan to extend our testing to include a wider array of real physiological signals like EMG and EEG.

√∑(s(n) - s(t))2

N
̂

̂
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ABSTRACT
Surgical instrument segmentation in images is crucial for improving precision and efficiency in surgery, but it currently 
relies on costly and labor-intensive manual annotations. An unsupervised approach is a promising solution to this 
challenge. This paper introduces a surgical instrument segmentation method using unsupervised machine learning, 
based on the K-means algorithm, to identify Regions of Interest (ROI) in images and create the image ground truth 
for neural network training. The Gamma correction adjusts image brightness and enhances the identification of areas 
containing surgical instruments. The K-means algorithm clusters similar pixels and detects ROIs despite changes in 
illumination, yielding an efficient segmentation despite variations in image illumination and obstructing objects. 
Therefore, the neural network generalizes the image features learning for instrument segmentation in different 
tasks. Experimental results using the JIGSAWS and EndoVis databases demonstrate the method's effectiveness and 
robustness, with a minimal error (0.0297) and high accuracy (0.9602). These results underscore the precision of 
surgical instrument detection and segmentation, which is crucial for automating instrument detection in surgical 
procedures without pre-labeled datasets. Furthermore, this technique could be applied in surgical applications such 
as surgeon skills assessment and robot motion planning, where precise instrument detection is indispensable.

KEYWORDS: JIGSAWS database, K-means, surgical instruments segmentation, unsupervised segmentation
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RESUMEN
La segmentación de instrumentos quirúrgicos en imágenes es crucial para mejorar la precisión y eficiencia en 
cirugía, pero actualmente depende de anotaciones manuales costosas y laboriosas. Un enfoque no supervisado es 
una solución prometedora para este desafío. Este artículo introduce un método de segmentación de instrumentos 
quirúrgicos utilizando aprendizaje automático no supervisado, basado en el algoritmo K-means, para identificar 
Regiones de Interés (ROI) en imágenes y crear el ground truth de las imágenes para el entrenamiento de redes 
neuronales. La corrección Gamma ajusta el brillo de la imagen y mejora la identificación de áreas que contienen 
instrumentos quirúrgicos. El algoritmo K-means agrupa píxeles similares y detecta las ROI a pesar de los cambios en 
la iluminación, logrando una segmentación eficiente a pesar de las variaciones en la iluminación de la imagen y los 
objetos obstructores. Por lo tanto, la red neuronal generaliza el aprendizaje de las características de la imagen para 
la segmentación de instrumentos en diferentes tareas. Los resultados experimentales utilizando las bases de datos 
JIGSAWS y EndoVis demuestran la efectividad y robustez del método, con un error mínimo (0.0297) y alta precisión 
(0.9602). Estos resultados subrayan la precisión en la detección y segmentación de instrumentos quirúrgicos, lo cual 
es crucial para automatizar la detección de instrumentos en procedimientos quirúrgicos sin conjuntos de datos pre-
etiquetados. Además, esta técnica podría aplicarse en aplicaciones quirúrgicas como la evaluación de habilidades del 
cirujano y la planificación de movimientos de robots, donde la detección precisa de instrumentos es indispensable. 

PALABRAS CLAVE: base de datos JIGSAWS, K-means, segmentación instrumentos quirúrgicos, segmentación no 
supervisada
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Minimally invasive surgery (MIS) represents a significant advancement in surgical procedures by reducing the com-
plexity and enhancing the success rate of surgeries. These procedures improve surgeons' control over their instru-
ments, leading to more precise operations. Additionally, MIS techniques significantly decrease patient recovery time 
and infection risks. The use of small incisions minimizes patient discomfort and faster healing. These advantages 
reduce wound exposure and its possible adverse effects, such as infections, and result in shorter hospital stays and 
quicker recoveries[1].

A critical and indispensable requirement of MIS is the accurate detection and segmentation of surgical instruments. 
This process provides essential information about the location of the instruments, allowing for better planning of 
subsequent movements and reducing the chances of harming the patient. Detecting surgical instruments in images 
during surgery is crucial, as these procedures rely on real-time video data captured during the operation. 
Furthermore, the detection of surgical instruments has applications beyond the operating room. It can be used to 
practice surgical techniques, evaluate surgeons' skills, and perform detailed analyses for improved surgery planning. 
This approach enhances the precision and safety of surgical procedures and contributes to surgeons' ongoing educa-
tion and training, ultimately leading to better patient outcomes.

The detection and segmentation of surgical instruments during MIS present several significant challenges. These 
challenges are related to different factors, including noise or image distortions caused by interference and fluctua-
tions in illumination. Such issues produce low contrast between the surgical instruments and the surrounding tis-
sues or background within the acquired images. These complexities highlight the necessity for advanced technolog-
ical solutions to ensure accurate and reliable instrument detection.

Effective segmentation of surgical instruments is crucial for several reasons[2][3]. Firstly, it produces a precise visu-
alization of the tools used during surgery, essential for enhancing the safety, precision, and efficiency of the proce-
dures[4][5]. In addition, accurate visualization aids in surgical planning and execution, benefiting doctors and patients. 
Automating the segmentation process can simplify surgical workflows, enabling more focused surgical research and 
the development of advanced systems for skill evaluation and training. Automated segmentation systems play a 
pivotal role in improving the overall surgical process. This technique developed a sophisticated training and simula-
tion environments where surgeons can improve their skills in a controlled, virtual setting before applying them in 
real-life situations. These systems enhance a surgeon's abilities, dexterity, and precision, contributing to better sur-
gical outcomes[6][7]. Moreover, integrating computer vision systems into surgical practices and training can signifi-
cantly advance the field. These technologies enable the development of new, surgery-focused innovations that 
improve surgical techniques and patient care. Implementing these technologies in the medical field enhances the 
capabilities of surgical procedures, leading to more effective treatments and better patient outcomes[8][9].

In summary, the detection and segmentation of surgical instruments in minimally invasive surgeries are critical 
components that face several technical challenges. Addressing these challenges with advanced technological solu-
tions can significantly improve surgical procedures' safety, precision, and efficiency. Automated segmentation and 
computer vision systems aid in real-time surgery and provide valuable tools for surgical training and skill develop-
ment, paving the way for future advancements in medical technology and patient care.

INTRODUCTION
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This paper introduces a novel approach for the image segmentation of surgical instruments by implement-
ing an unsupervised image segmentation algorithm. The primary objective of the proposed method is to 
accurately detect and segment suturing surgical instruments to determine their spatial location within an 
image. This method automates the generation of labels necessary for training a neural network, thereby 
addressing two critical challenges in the field. Firstly, the proposed approach eliminates the need for manual 
label generation. Instead, it utilizes the K-means algorithm to segment the image, identifying regions of 
interest (ROIs) where the suturing instruments are located. This automated label generation facilitates the 
training process for the neural network. Secondly, employing a neural network for image segmentation 
allows for the generalization of suturing instrument detection. This capability enables the trained model to 
identify and segment suturing instruments across various tasks and scenarios, not limited to a specific con-
text. This versatility is demonstrated using different scenarios from the JIGSAW and EndoVis datasets. The 
proposed method offers an efficient and effective solution for the segmentation of surgical instruments in 
images. By automating label generation and leveraging the power of neural networks, this approach enhances 
the accuracy and applicability of surgical instrument detection and segmentation across diverse surgical 
scenarios. The main contributions of this approach are:

 1. The K-means application for the detection of surgical instruments to create image labeling for the 
neural network training. This algorithm reduces errors by determining the similarity between pixels 
despite illumination changes, image distortions, noise adding, or video brightness changes.

 2. The K-means algorithm, known for its efficiency, swiftly identifies patterns and segments images into 
homogeneous regions, providing a streamlined and effective image labeling process.

 3. Automatically generated labels facilitate the neural network training process, improving the effi-
ciency and effectiveness of the segmentation process.

 4. Implementing a neural network-based segmentation approach that generalizes the detection of sutur-
ing instruments across various tasks and scenarios demonstrates versatility and robustness.

 5. The proposed method is validated using different scenarios from the JIGSAW, Endoscape and EndoVis 
datasets, showcasing its applicability and effectiveness in multiple contexts.

 6. Offering an efficient and effective solution for surgical instrument segmentation that enhances the 
accuracy and broad applicability of surgical instrument detection and segmentation across diverse sur-
gical scenarios.

The rest of the paper is divided into sections: Section 2 describes a literature review of surgical instrument 
segmentation techniques to provide a better understanding. Section 3 describes materials and the proposed 
method. Section 4 presents the experimental results. Section 5 discusses the results obtained and analyzes 
why the proposed method outperforms other approaches. Finally, Section 6 concludes this paper.

Literature review
This section describes some techniques employed for surgical instrument segmentation, providing context 

for this paper's proposed method. Most recent and representative works for image surgical instrument 
segmentation reported in the scientific literature are depicted in Table1. This literature review provides a 
better understanding of the current methods for segmenting surgical instruments into different tasks, which 
is the basis for this work.
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TABLE 1. Literature review. (Continue in the next page).

Author Description Application Efficiency Database

Attia, 
et al.[10]

It utilizes recurrent neural networks 
and long short-term memory net-
works to determine relationships 
and learn dependencies between 
neighboring pixels.

Endoscopic 
images

Accuracy = 93.3 %
IoU = 82.7 % MICCAI 2016

Papp, 
et al.[11]

In this approach, different neural 
networks (UNet, TernausNet-11, 
TernausNet-16, Linknet-34) were 
used to create a general method 
for tool segmentation. The trained 
models were compared with their 
pre-trained counterparts, and the 
results show that the pre-trained 
models have lower accuracy than 
the trained ones.

Trained with en-
doscopic images 
and tested with 

suturing surgical 
instruments.

Accuracy = 97.3 %
IoU = 70.96 %
Dice = 79.91 %

Trained with MICCAI 
2016 and tested with 

JIGSAW database.

Rahbar,
 et al.[12]

This approach employed an en-
hanced U-Net with the GridMask 
(EUGNet) data augmentation tech-
nique, designed to improve the 
performance of the proposed deep 
learning model.

Endoscopic 
images

Accuracy = 86.3 %
IoU=80.6 %

Dice = 89.5 %

da Vinci Research Kit 
(dVRK) open-source 

platform.
Videos for testing our 
algorithm from open 

sources on the Internet, 
including the U.S. Nation-

al Library of Medicine.
The binary segmentation 

EndoVis 17 dataset.

Colleoni, 
et al.[13]

This approach combines robotic instru-
ment simulation with artificial surgical 
images generated by a Cycle-GAN to 
train a U-Net model for surgical instru-
ment segmentation.

Suturing 
surgical 

instruments
IoU = 86.3%

UCL  Dataset,
MICCAI ’17 Dataset.

Robot Assisted Radical 
Prostatectomy (RARP45) 

Dataset.

Deepika, 
et al.[14]

A pretrained region-based convo-
lutional neural network (R-CNN) 
model was used. The original clas-
sification head was replaced with a 
new layer consisting of 6 outputs. 
This modified network was subse-
quently fine-tuned using our anno-
tated neurosurgical video dataset 
to enhance its performance for the 
specific task of surgical instrument 
detection.

Neurosurgery IoU = 96%
Precision = 96.7%

The dataset consists pri-
marily of 5 instruments 

which are commonly 
used in neurosurgery 

such as Suction, Bipolar 
Forceps, Straight Needle 

Holder, Straight Micro 
Scissor and Dural Tooth 

Forceps.

Leifman, 
et al.[15]

Integrate synthetic images into the 
training workflow with the help of a 
CycleGAN. Using a dataset of laparos- 
copic images paired with their boun 
ding box annotations, we automatical-
ly produce pixel-perfect segmentations 
through the application of DeepMAC. 
This technique enhances instance seg-
mentation by leveraging CenterNet.

Laparoscopic 
instruments

Dice = 89%
Accuracy = 93%

Endoscopic Vision 2015 
Instrument Segmen-
tation and Tracking 

Dataset.
EndoVis2019.
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Author Description Application Efficiency Database

Mishra, 
et al.[16]

A transfer learning is used in the 
neural network to extract the back-
ground and foreground of the ima-
ge for endoscopic instruments seg-
mentation.

Endoscopic 
instruments Accuracy = 89% Not mentioned.

Lou, 
et al.[17]

A Min-Max Similarity (MMS) ap-
proach utilizes a contrastive lear-
ning framework for dual-view 
training by employing classifiers 
and projectors.

Endoscopic 
instruments

Dice = 93%
IoU = 89%

EndoVis 17.
ART-NET.
RoboTool.

Colleoni 
and 

Stoyanov[18]

Used train deep learning models 
cycle-GAN and MUNIT frameworks 
using image-to-image translation 
techniques.

Endoscopic 
images IoU = 96% MICCAI 2015 EndoVis

Jha, 
et al.[19]

A Dual decoder attention network 
(DDANet) is implemented.

Laparoscopic 
surgeries

Dice = 87%
IoU  = 81%

Recall = 87%
Precision = 93 %
Accuracy = 98 %

Robust Medical Instru-
ment Segmentation

Allan, 
et al.[20]

Perform a position estimation of sur-
gical instruments. Surgical instru-
ments are segmented them to iden-
tify their location using silhouette 
detection and optical flow.

Laparoscopic 
surgeries

Precision = 87 %
Recall = 93 %

F1 score = 90 %
Da Vinci LND dataset

Wang, 
et al.[21]

Clustering similar pixels using the 
random forest algorithm. Subse-
quently, they perform the 3D po-
sition estimation of the surgical 
instruments by calculating their ki-
nematics.

Endoscopic 
images IoU = 82 % Not mentioned

Yu, 
et al.[22]

Segment the surgical instruments 
using convolutional neural net-
works. The neural network used 
for the segmentation task is based 
on the U-Net model, which they 
modified to obtain a feature map 
that eliminates the need to crop the 
image, focusing on the specific area 
where the surgical instruments are 
located.

Endoscopic 
images

Accuracy = 91 %
IoU = 86 %
Dice = 92 %

Robotic Instrument 
Segmentation Challenge.

TABLE 1. Literature review. (Continue in the next page).
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Author Description Application Efficiency Database

Xue 
and 

Gu[23]

Implemented a surgical instru-
ment segmentation method based 
on the MobileNetV2 neural net-
work model, in which they added 
the Atrous Spatial Pyramid Pooling 
layer to focus on spatial features of 
the image using the Convolutional 
Block Attention Module CBAM to 
improve the efficiency of the neu-
ral model.

Common 
instruments

IoU = 86 %
Accuracy = 88 %

No public dataset, the 
dataset consists in 7 
common surgical in-

struments with a data 
augmentation.

Baby, 
et al.[24]

MaskRCNN model for surgi-
cal instrument segmentation. 
In addition, they added a layer 
for their classification (bipolar 
forceps, prograsp forceps, large 
needle driver, vessel sealer/ 
suction Instrument, grasping 
retractor/ clip applier, monopo-
lar curved scissors, ultrasound 
probe).

Endoscopic 
images IoU = 72 % Robotic Instrument 

Segmentation Challenge.

Streckert, 
et al.[25]

The images were created by 
placing surgical instruments on 
a green screen where surgical 
procedures replaced the back-
ground. Additionally, to increase 
the dataset size, they used a GAN 
to generate more images of sur-
gical procedures. Subsequently, 
two neural models based on the 
SegNet network were trained for 
feature learning.

Endoscopic 
images

Dataset Endovio: 
IoU = 91 %

Synthetic dataset: 
IoU = 89 %

Robotic Instrument 
Segmentation 
Challenge.[28]

Yamada, 
et al.[26]

Employs hierarchical clustering to 
automatically detect key events and 
changes in the surgical workflow.

Surgeons prac-
tice Accuracy = 88 % Not mentioned

Zhang, 
et al.[27]

Employment of surgical tools with 
detailed textures as annotation 
samples and a WGAN-GP.

Endoscopic 
surgery IoU = 92 %

Dataset 1 and 2 are re-
corded using the STRAS 

robot

Qayyum, 
et al.[28]

The region of interest is cropped 
to reduce processing time and the 
U-Net model is applied for image 
segmentation.

Endoscopic Accuracy = 95 %
F1 score = 95 % MICCAI 2022

TABLE 1. Literature review. (Continue from previous page).
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MATERIALS AND METHODS

In this chapter, we outline the datasets, tools, and methodologies employed in the development and validation of 
our proposed algorithm for the segmentation of surgical instruments. The approach combines advanced image 
processing techniques, unsupervised learning algorithms, and neural network training to achieve accurate and 
efficient segmentation. We first describe the datasets used in the experiments, including the JIGSAWS, MICCAI 
2015 EndoVis and Endoscope databases, which provide the necessary data for training and testing. Next, we detail 
the preprocessing steps applied to the images, including brightness adjustment and binarization, which are crucial 
for enhancing the visibility and differentiation of surgical instruments. Finally, we present the segmentation 
method, focusing on the stages of approximate detection, region of interest identification, and neural network 
training.

Description of the databases used
In this section, we provide an overview of the databases utilized for developing and validating our segmentation 

algorithm. We discuss the JIGSAWS database and the MICCAI 2015 EndoVis database, highlighting their relevance 
and features.

The JIGSAWS (JHU-ISI Gesture and Skill Assessment Working Set) database[29] evaluates surgical skills in mini-
mally invasive surgery procedures at Johns Hopkins University. The presented algorithm training and validation 
used the experimental data from the freely available JIGSAWS database, which contains stereoscopic video data 
and kinematic data of the position and orientation of the tips of the da Vinci system forceps. Both data sets were 
captured by the da Vinci™ Robot API with a sampling rate of 30Hz. The test subjects included eight surgeons with 
different skill levels in robotic teleoperation: two expert surgeons with over 100 hours of experience, two interme-
diate surgeons with 10-100 hours of experience, and four novice surgeons with less than 10 hours of experience. 
The experiments requested from the surgeons involved performing surgical tasks such as suturing, needle pass-
ing, and knot tying. The videos are annotated with specific gestures, skill assessments, and sensor data from the 
da Vinci robotic system, providing detailed analysis of movements and techniques. Used to develop machine 
learning algorithms, this database facilitates automated skill assessment, surgical training with real-time feed-
back, and research to improve surgical techniques. Each video contains a total of 1794 frames, with a frame width 
of 640 pixels and a frame height of 480 pixels.

The MICCAI 2015 EndoVis database[30] is a set of high-resolution videos recorded during endoscopic surgical pro-
cedures. It was created to drive the development of advanced algorithms for detecting, segmenting, and tracking 
surgical instruments. Each video is annotated with precise labels, segmentation masks, and instrument motion 
trajectories, facilitating research in computer vision applied to surgery. This database is an essential tool for 
improving the precision and effectiveness of surgical procedures. This database contains 160 images with a size of 
640x480.

The Endoscape 2023 database[31] This dataset presents laparoscopic videos designed for surgical anatomy and 
tool segmentation, object detection, and the assessment of the Critical View of Safety during procedures. The 
dataset offers a comprehensive collection of annotated videos, providing a robust foundation for research and 
development in surgical image analysis.
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Description of the proposed method
This section outlines our segmentation method for surgical instruments. Figure 1 illustrates the comprehensive 

workflow of our proposed method, offering a detailed visual representation of the segmentation process. This 
process employs the K-means algorithm for the masks or labels generation by clustering pixels. This precise 
segmentation of surgical instruments enables their subsequent detection and localization. The real potential lies 
in the neural network. The neural network is trained to generalize the learning of the surgical instrument’s 
features. The trained model identifies the surgical instruments in videos related to different tasks, providing new 
possibilities in surgical technology, inspiring a future where surgical procedures are more accurate and efficient. 
This approach leverages advanced self-learning algorithms, ensuring accurate segmentation of surgical instruments 
for developing surgical guidance and automation systems. These advancements aim to improve surgical outcomes 
and patient safety by providing greater accuracy and efficiency in identifying and manipulating surgical 
instruments during procedures.

FIGURE 1. Unsupervised surgical instruments segmentation general diagram.

The proposed method for the segmentation of surgical instruments consists of three detailed stages:

 1. Approximate Detection of Surgical Instruments: This initial stage aims to reduce computational costs by 
focusing on specific image areas. This task is achieved through edge detection techniques, which identify and 
outline the boundaries of potential surgical instruments. Concentrating computational resources on these 
edges effectively narrows down the regions of interest, streamlining the subsequent segmentation process.

 2. Identification of Regions of Interest for image labeling: In this stage, the focus is on the areas identified in 
the previous step. The K-means clustering algorithm segments the image by grouping similar pixels. This 
segmentation process identifies specific areas where the surgical instruments are located. Once these regions 
are located, the image is binarized to create clear distinctions between the instruments and the background. 
This binarized image generates masks or labels essential for training the neural network.

 3. Neural Network Training: The final stage involves training a neural network using the masks automatically 
generated in the previous step. These masks serve as labels, providing the neural network with accurate 
examples of surgical instruments. The training focuses on generalizing feature learning, enabling the neural 
network to detect and segment surgical instruments across various tasks and scenarios. This generalization 
ensures the neural network can perform robustly in different surgical environments, enhancing its applica-
bility and reliability.
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This method ensures efficient, accurate, and adaptable segmentation of surgical instruments through edge detec-
tion for initial focus, K-means clustering for precise segmentation, and neural network training for generalized 
detection. This comprehensive approach lays the groundwork for advanced surgical guidance systems, improving 
surgical outcomes and patient safety through enhanced instrument detection and segmentation capabilities.

Approximate detection of surgical instruments
In this section, we describe the initial stage of our segmentation method for surgical instruments, focusing on 

reducing computational costs by narrowing down the areas of interest within the image. Figure 2 illustrates this 
stage, where edge detection techniques are employed to identify and outline the boundaries of potential surgical 
instruments. By concentrating computational resources on these edges, we streamline the segmentation process. 

FIGURE 2. Image frame preprocessing diagram.

The image quality is modified by increasing the brightness to enhance surgical instrument detection using the 
Gamma correction[32][33]. This adjustment is crucial for improving the precision in identifying preliminary Regions of 
Interest where surgical instruments are located. By brightening the image, the contrast between the surgical instru-
ments and the surrounding tissues is increased, making the instruments more distinguishable. This step is essential 
for accurately focusing the detection process on the relevant areas of the image. Figure 3 illustrates this image prepro-
cessing step, showing the difference in clarity and instrument visibility before and after the brightness adjustment.

FIGURE 3. Image bright adjusts with different gamma values.

Figure 3 demonstrates the effects of with different γ values on image brightness. When γ is less than one, the image 
becomes brighter, enhancing the visibility of surgical instruments. Conversely, a γ value greater than one darkens the 
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image, which can be useful in different lighting conditions. This technique provides precise control over image luminos-
ity, allowing for tailored adjustments that enhance the detection process. After gamma correction, the image is binarized 
to approximate the location of surgical instruments. Binarization converts the processed image into a binary format 
(black and white), simplifying the detection process. To automate the binarization step, the Otsu algorithm is employed[34]. 
This algorithm analyzes the grayscale histogram of the image to determine the optimal threshold value that maximizes 
the variance between the foreground (surgical instruments) and the background. By doing so, it enhances the separation 
of the instruments from the surrounding tissues, ensuring accurate detection. Figure 4 showcases how different γ values 
affect image brightness and the subsequent steps of binarization and thresholding, culminating in a more efficient and 
precise detection of surgical instruments. This method leverages the combined power of gamma correction and optimal 
thresholding to improve the overall effectiveness of the surgical instrument detection process.

Figure 4 illustrates the approximate location of surgical instruments under different brightness adjustments achieved through 
gamma correction. A gamma value less than one has been found to significantly enhance the algorithm's performance, leading 
to more efficient and accurate localization of surgical instruments.

Identification of regions of interest for image labeling
This section describes the use of unsupervised learning techniques for image segmentation, focusing on the identification of 

Regions of Interest (ROIs) in surgical images. It explains how the K-means algorithm is applied to cluster pixels with similar 
characteristics, such as color, texture, or intensity, enabling the precise detection and segmentation of surgical instruments 
within the images. This approach enhances segmentation accuracy, reducing errors and optimizing the generation of image 
labels for subsequent neural network training.

Machine learning algorithms are crucial in data analysis by constructing models that discern patterns and aid in deci-
sion-making processes[35]. These algorithms are categorized into supervised, semi-supervised, and unsupervised learning 

FIGURE 4. Image binarization with different image gamma correction.
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methods. Supervised learning utilizes labeled data to identify pattern-related features, while semi-supervised learning aug-
ments training efficiency by generating new data based on existing labels. In contrast, unsupervised learning, such as data 
clustering techniques, identifies patterns in data without relying on predefined labels. By analyzing and clustering data based 
on similarities or differences, these methods unveil diverse patterns within datasets, offering insights and uncovering hidden 
relationships crucial for tasks like image segmentation[36].

Unsupervised image segmentation identifies and analyzes patterns and features within image regions[37]. On the one hand, 
unsupervised methods do not require any label for patter recognition, such as, autosupervised neural network models, which 
used the labels that are automatically generated by an algorithm like in this proposal. On the other hand, some algorithms 
cluster similar pixels together based on shared characteristics like color, texture, or intensity, enabling the identification of 
areas requiring detailed scrutiny due to their significance within the image. In surgical instrument segmentation, Regions of 
Interest contain information regarding the precise locations of instruments. Utilizing unsupervised learning techniques facil-
itates the detection of features and patterns autonomously, enhancing the accuracy of image analysis.

This paper used the K-means (Figure 5, Figure 6) algorithm to identify ROIs and segment surgical instruments effectively 
within images to generate image labels for the neural network training. By iteratively clustering similar pixels, K-means opti-
mizes the detection of specific image areas, thereby reducing false positive errors in segmentation. Each pixel is assigned to a 
class based on its proximity to centroids, which represent characteristic points in the feature space of each class. This assign-
ment is determined by minimizing the Euclidean distance between pixels and centroids, iteratively adjusted until conver-
gence[38][39][40]. The utilization of K-means enhances the precision of surgical instrument detection and segmentation (Table 2), 
demonstrating its efficacy in improving image analysis methodologies for surgical tasks.

FIGURE 5. K-means flowchart.

FIGURE 6. Algorithm description for image labeling generation.
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In conclusion, the precise identification of Regions of Interest through unsupervised learning techniques, such 
as the K-means algorithm, lays a solid foundation for effective surgical instrument segmentation. This step is cru-
cial in generating accurate labels that are then used to train neural networks, ensuring that the system can gener-
alize and reliably identify surgical instruments across a variety of scenarios.

Neural network training for surgical instrument generalize segmentation
In this section, we delve into the process of training a neural network to achieve generalized segmentation of 

surgical instruments across various datasets. The objective is to develop a robust model that, once trained on a 
specific dataset like JIGSAWS, can accurately segment surgical instruments in different datasets without the need 
for retraining. Utilizing a Fully Convolutional Network (FCN-5) architecture, this approach leverages automatically 
generated training labels and optimized hyperparameters to enhance segmentation accuracy. The following text 
will explore the details of the training process, the effectiveness of the chosen architecture, and the overall impact 
on the efficiency and reliability of surgical instrument segmentation.

The neural network is used to segment surgical instruments in images. The primary goal is to achieve effective 
generalization, meaning that once trained on the JIGSAWS dataset, the neural network can accurately segment 
surgical instruments in other data sets, regardless of variations in the specific instruments present in those data 
sets. For this purpose, a neural network architecture based on Fully Convolutional Networks, such as the FCN-5 
model is used (Figure 7).

Image Frame Generated Segmentation Mask Ground Truth

TABLE 2. Image ground truth generation.

FIGURE 7. Fully Convolutional Networks (FCN-5) architecture.
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The FCN-5 architecture is used for these types of applications since this neural network learns specific 
image features for surgical instrument segmentation. Table 3 describes the neural network's training 
hyperparameters, including details such as learning rate, number of training epochs, and other specific 
settings that influence the network's performance and generalization ability. These hyperparameters 
are essential to optimizing the training process and ensuring that the network can effectively handle 
the diversity of surgical instrument images. The training process involves using the JIGSAWS dataset to 
train the neural network. The proposed method automatically generates the necessary labels for train-
ing, eliminating the need for manual labeling. This is achieved through the use of the K-means algo-
rithm and image binarization. The loss function used in this method is the Jaccard index, also known as 
Intersection over Union (IoU) (Equation 1). This metric evaluates the overlap between the model predic-
tion and the ground truth. The IoU is calculated by dividing the intersection area between the prediction 
and the ground truth by the area of their union. A higher IoU value indicates higher segmentation accu-
racy, meaning the model prediction matches the ground truth better.

IoU =                                                                                                                         (1)

The Intersection Area is the number of pixels that match the prediction and the ground truth. The 
Union Area, another important factor in the Jaccard index calculation, is the total number of pixels pres-
ent in both the model prediction and the ground truth. It counts shared pixels only once, which is a key 
aspect in the accuracy evaluation of the segmentation.

After training, the neural network can generalize, applying the acquired knowledge to segment surgi-
cal instruments across different datasets accurately. This capability is achieved without retraining the 
neural network for each new dataset, showcasing the method's effectiveness and efficiency in diverse 
conditions.

A key contribution of this method is its ability to automatically generate labels for training the neural 
network. This automation reduces the time of image labeling. Additionally, the training process signifi-
cantly enhances segmentation accuracy. This approach reduces the time required by eliminating the 
labor-intensive task of creating manual labels.

Moreover, the automated label generation process ensures that the neural network is exposed to vari-
ous training examples, further improving its ability to generalize across different datasets. This robust-
ness allows the network to effectively handle variations in surgical images, such as differences in light-

Hyperparameters
Optimizer Adam
Learning Rate 0.00009
Epochs 30

Area of Intersection
Area of Union

TABLE 3. Training hyperparameters
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ing, instrument types, and surgical environments. The primary advantages of this method include:

 1. The trained neural network can effectively segment surgical instruments in new datasets without 
retraining.

 2. This approach reduces the need for manual intervention, accelerates the training process, and 
enhances accuracy, making it a time-saving boon for busy professionals in the field.

 3. The approach ensures consistent and reliable results across different conditions and datasets

RESULTS AND DISCUSSION

In this section, we present a detailed evaluation of a surgical instrument segmentation algorithm, imple-
mented using Python and tested on diverse datasets, including JIGSAWS and EndoVis. We delve into the 
algorithm's performance by comparing the generated segmentation masks with manually created ground 
truth, utilizing key metrics such as the Jaccard index, accuracy, precision, recall, F1 score, and Mean Squared 
Error (MSE). The impact of varying gamma values and cluster numbers on segmentation efficiency is ana-
lyzed, and the proposed method is contrasted with existing segmentation techniques in the literature. 
Furthermore, we assess the performance of different neural networks for surgical instrument segmentation, 
balancing precision and processing time to determine the most effective approach for surgical applications.

The algorithm outlined in this paper is implemented using the Python framework and executed on hard-
ware equipped with an Intel(R) Core (TM) i7-6700 CPU @ 3.40GHz, 8 GB of RAM, and an NVIDIA GeForce 
GTX 960 GPU. The experiments were conducted using the Suring videos from the JIGSAWS dataset, 
Endoscape 2023 dataset and the MICCAI 2015 EndoVis database, which contained different videos and 
image frames.

The proposed system was assessed by comparing the generated mask in the surgical instrument segmenta-
tion and manually generated ground truth. This process involved detecting and segmenting surgical instru-
ments to analyze their accuracy and effectiveness in image localization. This assessment validated the sys-
tem's performance for surgical instrument segmentation. 

Table 4 compares the generated mask through the segmentation proposed method to the created ground 
truth. The mask derived from unsupervised segmentation demonstrates a high similarity to the ground 
truth, providing precise surgical instrument image localization through the segmentation and detection 
process. The applications of the proposed algorithm encompass different tasks, such as assessing surgeons' 
skills by estimating instrument positions, establishing parameters to alert surgeons of potential instru-
ment-organ proximity or collision risks, exploring novel surgical techniques, predicting trajectories, and 
enhancing risk mitigation during surgical procedures. 

In order to determine the optimal value of gamma and optimize the number of clusters for efficient segmen-
tation, a quantitative set of metrics to evaluate the system's performance are employed. These metrics 
include the Jaccard index (Intersection over Union), accuracy, precision, F1 score, Mean Squared Error (MSE), 
and Recall.
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The Jaccard index (Equation 1) is a widely used metric for evaluating the performance of image segmentation and 
object detection algorithms. It quantifies the overlap detected pixels between the predicted segmentation and the 
ground truth, with values ranging from 0 to 1. A Jaccard index of 0 indicates no overlap between the regions, while 
a value of 1 signifies complete overlap. Thus, a higher Jaccard index indicates a better alignment between the pre-
dicted and ground truth regions. This metric is particularly valuable in image segmentation tasks, where the pri-
mary objective is to assess the accuracy of the predicted regions relative to the actual regions.

The Accuracy is used in classification problems to evaluate the performance of a model. It is defined as the pro-
portion of correct predictions about the total predictions made by the model (Equation 2). Accuracy measures how 
well a model correctly classifies instances. 

Image Frame Generated Seg-
mentation Mask Ground Truth Image Frame Generated Seg-

mentation Mask Ground Truth

TABLE 4. Comparison among original JIGSAWS’s image frame, generated segmentation mask and ground truth. 

Correct pixels prediction
Total predictions

acc =                                                                                                     (2)

Precision evaluates the pixels segmentation related to the ROI and it is compared to the ground truth. The image seg-
mentation precision can be defined as the proportion of pixels correctly classified as part of the region of interest (true 
positives) relative to the total pixels classified as part of that region (true positives plus false positives) Equation 3.
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where true positives (TP) are the pixels correctly classified and false positives (FP) are pixels incorrectly classified. 
Recall measures the correct pixels of the class of interest concerning the total pixels of that class (Equation 4).

where false negatives (FN) are the relevant pixels, the model has not identified as part of the region of interest. A 
high recall indicates that the model can effectively identify the most relevant pixels. The F1 Score evaluates the 
segmentation performance (Equation 5). It provides a balance between precision and recall.

The Mean Squared Error (MSE) compares the ground truth with the values obtained by segmentation and 
measures the errors (Equation 6).

where  yi is the ground truth pixel value and  yi is the predicted value.

precision =                                                                                  (3)Tp
Tp + Fp

recall =                                                                                    (4)Tp
Tp + Fn

2(Precision x Recall)
Precision + Recall

F1 =                                                                                                (5)

MSE =                                                                                          (6)∑( yi - yi)21
n

̂

̂

TABLE 5. Surgical instrument segmentation efficiency applying different γ and clusters values.

γ = 0.5 γ = 1.5
N = 5 N = 15 N = 25 N = 50 N = 150 N = 5 N = 15 N = 25 N = 50 N = 150

IoU 0.964 0.965 0.965 0.910 0.910 IoU 0.962 0.795 0.798 0.943 0.943

Acc 0.968 0.970 0.970 0.915 0.915 Acc 0.794 0.824 0.824 0.950 0.951

MSE 0.031 0.002 0.029 0.084 0.084 MSE 0.205 0.178 0.175 0.049 0.048

F1 score 0.933 0.935 0.935 0.746 0.746 F1 score 0.721 0.749 0.751 0.902 0.902

Preci-
sion 0.937 0.939 0.939 0.909 0.909 Preci-

sion 0.710 0.730 0.731 0.886 0.887

Recall 0.935 0.936 0.936 0.706 0.706 Recall 0.869 0.886 0.887 0.924 0.925

Table 5 and Figure 8 presents the system's surgical instruments segmentation performance with different gamma 
values, which adjust the image brightness. These experiments indicate that increasing image brightness improves 
the efficiency of segmentation and detection of surgical instruments. Furthermore, the image segmentation with 
different number of clusters is presented where the segmentation process is improved; however, this increase in 
efficiency comes with an increase in processing time. It is important to note that if the value of γ exceeds 1, the 
efficiency of image segmentation decreases. This effect is because a gamma value greater than one makes the 
image darker, making accurate identification of surgical instruments complex due to lower visibility and contrast 
in the resulting images.
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FIGURE 8. Surgical instruments segmentation efficiency. (Continue in the next page).
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FIGURE 8. Surgical instruments segmentation efficiency. (Continue from previous page).
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The results indicate that brightness is a key factor in image segmentation. A lower γ, more robust and accurate 
segmentation is achieved when a moderate number of clusters is used (N ≤ 25). Specifically, the IoU and accuracy 
remain high up to several clusters of N = 25, decreasing from N = 50. The decrease in efficiency is because several 
regions of interest are generated, generating errors when binarizing the image and leading to the segmentation of 
surgical instruments where the error increases and the processing time increases. On the other hand, with a higher 
γ, a different behavior is observed. The initial precision is low with a small number of clusters (N ≤ 25), but it 
improves significantly as the number of clusters increases, reaching optimal values from N = 50 because the algo-
rithm allows for better detection of image details by dividing it into regions of interest.

Figure 9 demonstrates a correlation between the processing time and the number of clusters employed. The process-
ing time increases if the number of clusters for image segmentation increases. Hence, it is necessary to balance pro-
cessing time and desired efficiency. By optimizing this balance, we can ensure the system's efficient performance, 
delivering accurate results without sacrificing time efficiency. Upon analyzing the results with different gamma val-
ues and the number of clusters from extracted frames, we determined that the optimal gamma value is 0.5, coupled 
with a cluster count of 5 for pixel clusters. This configuration effectively provides a balance between precise surgical 
instrument identification, processing time, and segmentation efficiency, ensuring optimal system performance.

a) b)

FIGURE 9. Processing time with different number of clusters.

Dataset Attack IoU Attack IoU Attack IoU

JIGSAWS

Salt and pepper noise 
adding 0.001 0.8570 Salt and pepper noise 

adding 0.005 0.8550 Salt and pepper noise 
adding 0.05 0.7963

JPEG compression qua- 
lity factor = 90 0.8528 JPEG compression qua- 

lity factor = 70 0.7792 JPEG compression 
quality factor = 50 0.7524

Median filter kernel = 
3 x 3 0.9592 Gaussian filter kernel = 

3 x 3 0.9581 Blurring kernel = 3 x 3 0.9593

Median filter kernel = 
7 x 7 0.9435 Gaussian filter kernel = 

7 x7 0.9546 Blurring kernel = 7 x 7 0.9498

TABLE 6. JIGSAWS instrument segmentation for tampered images.
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Tables 6-8 present the results of surgical instrument segmentation under various image processing distortions 
using three different datasets: JIGSAWS, Endovis, and Endoscape 2023. The segmentation's performance is evalu-
ated using the Intersection over Union (IoU) metric, which measures the overlap between the predicted and 
ground-truth segmentation masks. Table 6 shows the segmentation performance on the JIGSAWS dataset under 
different types of image processing attacks where adding different levels of salt and pepper noise slightly decreases 
the IoU as the noise level increases, with the highest IoU (0.8570) at 0.001 and the lowest (0.7963) at 0.05. On the 
other hand, the IoU decreases when the image is distorted with JPEG compression. For instance, the IoU drops 
from 0.8528 at a quality factor of 90 to 0.7524 at a quality factor of 50, indicating that higher compression signifi-
cantly degrades segmentation performance. Also, the application of different filters (median, Gaussian, and blur-
ring) with different kernel sizes (3x3 and 7x7) shows that the segmentation is quite robust to these distortions, 
maintaining high IoU values, particularly with a 3x3 kernel size where the IoU remains above 0.9580.

Table 7 presents the results for the Endovis dataset. Like the JIGSAWS dataset, segmentation performance slightly 
decreases with increased noise levels. The performance against JPEG compression shows a noticeable drop in IoU 
with higher compression (lower quality factors), from 0.7898 with a quality factor of 90 down to 0.7504 at 50. The 
results against image filtering indicate that the IoU values are lower than the JIGSAWS dataset. 

Finally, Table 8 shows the performance of the Endoscope 2023 dataset; the IoU slightly improves against salt and 
pepper noise adding, reaching the highest IoU of 0.8657. However, at the highest noise level (0.05), the IoU slightly 
decreases to 0.8653. Like the other datasets, the IoU decreases as the JPEG compression quality factor is reduced. 

Dataset Attack IoU Attack IoU Attack IoU

Endovis 
dataset

Salt and pepper noise 
adding 0.001 0.8537 Salt and pepper noise 

adding 0.005 0.8535 Salt and pepper noise 
adding 0.05 0.8403

JPEG compression qua- 
lity factor = 90 0.7898 JPEG compression qua- 

lity factor = 70 0.7772 JPEG compression 
quality factor = 50 0.7504

Median filter kernel = 
3 x 3 0.7532 Gaussian filter kernel = 

3 x 3 0.8062 Blurring kernel = 3 x 3 0.8021

Median filter kernel = 
7 x 7 0.7435 Gaussian filter kernel = 

7 x7 0.8007 Blurring kernel = 7 x 7 0.7954

TABLE 7. Endovis dataset instrument segmentation for tampered images.

TABLE 8. Endoscape dataset instrument segmentation for tampered images.

Dataset Attack IoU Attack IoU Attack IoU

Endos-
cape 
2023

Salt and pepper noise 
adding 0.001 0.8510 Salt and pepper noise 

adding 0.005 0.8657 Salt and pepper noise 
adding 0.05 0.8653

JPEG compression qua- 
lity factor = 90 0.8718 JPEG compression qua- 

lity factor = 70 0.8185 JPEG compression 
quality factor = 50 0.7653

Median filter kernel = 
3 x 3 0.8658 Gaussian filter kernel = 

3 x 3 0.8399 Blurring kernel = 3 x 3 0.8531

Median filter kernel = 
7 x 7 0.8518 Gaussian filter kernel = 

7 x7 0.8309 Blurring kernel = 7 x 7 0.8520
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The IoU values are generally robust across different filters, with slight variations. The median filter (3x3 kernel) has 
the best performance at an IoU of 0.8658, while the Gaussian filter (7x7 kernel) has the lowest at an IoU of 0.8309. 

Across all datasets, segmentation performance degrades as the salt and pepper noise level increases or as JPEG 
compression quality decreases, which is expected due to the increased image distortion. The segmentation algo-
rithms are robust to filtering distortions, particularly with smaller kernel sizes. This suggests the model can handle 
slight smoothing or blurring without significantly compromising accuracy. The JIGSAWS dataset generally shows 
higher IoU values under distortion than Endovis and Endoscape, indicating that the segmentation model might be 
better suited or trained for this specific dataset.

These tables and their corresponding analysis highlight the robustness and limitations of the surgical instrument 
segmentation model when subjected to various common image processing distortions. Understanding these 
effects is critical for improving the reliability of segmentation algorithms in practical, real-world scenarios where 
images may undergo different types of preprocessing.

Algorithm comparison 
In this section, the proposed surgical instruments segmentation and detection approach is compared with 7 

different methods presented in the literature. Which a resume of this comparison is showcase in Table 5. 

Table 9 showcases the efficacy of the proposed method for surgical instrument segmentation, offering an effi-
cient and effective solution. Unlike methods reliant on neural networks, the K-means algorithm can discern image 
patterns and structures autonomously, eliminating the need for pre-labeled data and making it ideal for medical 
environments requiring surgical instrument detection. Furthermore, the K-means algorithm demonstrates its 
adaptability by effectively handling changes in camera positioning and environmental illumination, thereby 
reducing segmentation errors. This robustness sets it apart from other methods that may require more complex 
supervised information or parameter adjustments, making it a practical and reliable system. The effectiveness of 
our proposed method is underscored by its comparison with existing research, affirming that the unsupervised 
approach based on K-means not only simplifies segmentation but also delivers superior efficiency and accuracy in 
identifying surgical instruments within medical images.

The Table 9 compares different surgical instrument segmentation methods assessed using metrics such as IoU, 
precision, recall, and F1 Score. Although comparisons have been made with existing methods, it is crucial to high-
light that the proposed method outperforms other approaches, especially regarding clinical applicability and com-
putational efficiency.

Unlike complex methods such as supervised deep neural networks, the proposed method uses an auto-super-
vised segmentation techniques such as K-means and Otsu image binarization for image ground truth generation 
and a neural network for the generalization of the image segmentation. It is significantly less intensive regarding 
the requirements for human time to create each image's ground truth. This stage demonstrates a high accuracy for 
image ground truth creation. Subsequently, it generates efficient neural network training to generalize character-
istics and reduce processing time to segment surgical instruments in different scenarios, as in the case of the three 
datasets. This characteristic makes it a viable option for applications or in resource-constrained environments.



REVISTA MEXICANA DE INGENIERÍA BIOMÉDICA | VOL. 45 | NO. 3 | SEPTEMBER - DECEMBER 202442

Method Technique Metric Dataset

Allan, 
et al.[20] Optical flow

Precision = 0.874
Recall = 0.93
F1 Score = 0.898

Ex vivo study from da Vinci Research 
Kit robotic system[10].

Yu, 
et al.[22] Neural network: Hollistic Unet

Accuracy = 0.9156
IoU = 0.8645
Dice = 0.9220

Robotic Instrument Segmentation 
Challenge[28].

Jha, 
et al.[19] Neural network: DDANet

Recall = 0.8703
Precision = 0.9348
F2 score = 0.8613
Accuracy = 0.9897
Dice = 0.8739
IoU = 0.8739

Robotic Instrument Segmentation 
Challenge[28].

Xue, 
et al.[23]

Atrous Spatial Pyramid Pooling layer and 
Convolutional Block Attention Module 
CBAM 

IoU = 0.861
Accuracy = 0.885

No public dataset, the dataset con-
sists in 7 common surgical instru-
ments with a data augmentation.

Wang, 
et al.[21] Random forest IoU = 0.9481 Not mention.

Baby, 
et al.[24] MaskRCNN IoU = 72.54 Robotic Instrument Segmentation 

Challenge[28].

Streckert, 
et al.[25] GAN, SegNet 

Dataset Endovio: 
IoU = 91.21
Synthetic dataset: 
IoU = 89.55 

Robotic Instrument Segmentation 
Challenge[28].

Proposed 
Method

Unsupervised segmentation: Machine 
learning K-means and Otsu image bina-
rization for ground truth creation and 
FCN model for the generalization of the 
instrument segmentation

IoU = 0.9641
Acc = 0.9689
Precision = 0.9372
Recall = 0. 358
F1 Score = 0.9338 
MSE = .0310

Trained with and tested with JHU-ISI 
Gesture and Skill Assessment 

Working Set (JIGSAWS), in additon 
it is tested with Endovis and 

Endoscape datasets)[29]

TABLE 9. Literature algorithms comparison with the proposed segmentation and detection approach.  

In clinical applicability, the proposed method offers a high accuracy of 0.9372 and an IoU of 0.9641, placing it above 
several methods using advanced neural networks or optical flow techniques. For example, Allan et al. report an F1 
Score of 0.898 using optical flow in an ex vivo study, while our method achieves an F1 Score of 0.9338 in the pri-
mary dataset on the JIGSAWS dataset, which includes surgical tasks in more diverse and challenging environments.

On the other hand, while methods such as the one proposed by Yu et al., with a holistic Unet network, present 
good precision (0.9220) and an acceptable IoU (0.8645), the proposed method achieves a better balance between 
precision and recall. Although the proposed method's recall could be higher, this approach could be improved with 
additional adjustments or combinations with other techniques, but it already demonstrates superiority in terms of 
overall accuracy. Another aspect to highlight is the proposed method's simplicity compared to approaches such as 
GAN or SegNet, which require extensive training and the use of synthetic data sets. The proposed method uses a 
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more direct approach and is less prone to overfitting, maintaining robustness critical in segmenting surgical 
instruments in various conditions.

Despite being an auto-supervised technique, the proposed approach has a higher generalization ability on dif-
ferent datasets without the need for retraining. The proposed method improves performance metrics and offers 
clear advantages in practical applicability and computational efficiency. This makes it ideal for implementation 
in surgical support systems, where speed, precision, and simplicity are essential for clinical adoption.

FIGURE 10. Neural networks efficiency for different dataset using JIGSAWS surgical instruments training. 

Figure 10 illustrates the efficiency of surgical instrument segmentation using the JIGSAWS database to train 
different neural networks. Among the models evaluated, UNet and FCN-5 perform better in segmenting these 
instruments, especially in the Knot-Tying and Needle-Passing tasks. The IoU index measures high efficiency. 
This algorithm ensures that the surgical instrument's segmentation in the images leads to accurate segmenta-
tion without significant errors. This finding underscores the K-means algorithm's effectiveness in image label-
ing, which contributes to the development of precise segmentation systems. Moreover, the practical applica-
tion of pre-training with the JIGSAWS database generalizes the surgical instrument segmentation with the 
neural network training for other tasks. This approach was applied to the EndoVis database; it achieved an 82 
% efficiency in recognizing specific surgical instruments used in endoscopies. This adaptability generates an 
accurate segmentation in diverse contexts, showcasing the robustness of the method.

Combining the neural network with automatic label generation and pre-training with JIGSAWS has proven to 
be an effective strategy for accurately and efficiently segmenting surgical instruments, both in specific tasks 
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and broader applications like endoscopies. In addition, the results in the Figure 10 demonstrate that the pro-
posed neural network outperforms other existing models in efficiency, including those based on Image 
Transformers. This superiority is observed in the segmentation capacity of surgical instruments, especially 
under controlled conditions. However, to maximize their applicability, the Image Transformers must be 
adjusted and manipulated to improve their efficiency in complex surgical scenarios. Future research should 
focus on optimizing these models, seeking a balance between accuracy and efficiency so that they can adapt 
to a wider variety of imaging conditions and clinical scenarios.

FIGURE 11. Neural networks efficiency for different dataset using JIGSAWS surgical instruments training. 

Figure 11 shows the processing time of five different neural networks used for the segmentation of surgical 
instruments, where SqueezeNet has the fastest processing time with 0.15 seconds, indicating that it is the 
most efficient network in terms of speed, while SegNet ( 0.31 seconds), FCN-5 (0.34 seconds), and UNet (0.38 
seconds) have moderate processing times, with SegNet being slightly faster than FCN-5 and UNet; On the 
other hand, RCNN has the longest processing time with 1.08 seconds, which could be a disadvantage in appli-
cations where speed is crucial, although SqueezeNet is the fastest network, since UNet and FCN-5 have a 
higher efficiency in terms of precision in the segmentation of surgical instruments, demonstrating that, 
despite not being the fastest, they offer a more precise and reliable segmentation, essential in surgical appli-
cations. Figure 11 highlights the importance of considering computational cost and accuracy when selecting 
a neural network for surgical instrument segmentation.

To reduce the computational time without decreasing the accuracy of the proposed system, an adaptive 
image resolution processing could be implemented, which begins with lower resolution analysis, increases 
detail only where needed, and can balance speed and accuracy, such as the Unit model. This technique can be 
used on the ground truth generation using some image descriptors for image region of interest detection 
where the surgical instrument is located. Multi-scale analysis is another approach that processes images at 
multiple resolutions simultaneously, allowing for quicker feature identification. Additionally, developing a 
hybrid model, where a lightweight model performs initial segmentation and is combined with a neural net-
work, such as a GAN model, to refine critical regions, reducing the processing time while maintaining high 
accuracy.
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Discussion
Our research focuses on developing a method for image segmentation of surgical instruments using the 

unsupervised K-means algorithm to automatically generate the ground truth for training neural networks. 
The results demonstrate high precision and accuracy in the detection and segmentation of surgical 
instruments, with a minimum error of 0.0297 and a precision of 0.9702 when evaluating the labels generated 
for training the neural networks. This approach accurately identifies patterns for detecting surgical 
instruments despite image shape, size, and texture changes.

The adaptability of the K-means algorithm to changes in lighting and camera position is a key advantage, 
allowing this algorithm to be used in different surgical environments. The results automate the detection and 
segmentation of instruments for the generation of ground truth. The proposed method demonstrates supe-
rior accuracy, efficiency, and adaptability compared with other existing approaches. Unlike other methods, 
the presented algorithm in this paper reduces human-machine work to generate training ground truth for 
systems based on neural networks; the proposed self-supervised approach eliminates the need to create the 
ground truth of surgical instruments manually. This unique feature makes it ideal for medical environments 
requiring the detection of surgical instruments.

Table 6 highlights the effectiveness of the proposed method for the segmentation of surgical instruments, 
offering an efficient solution. Unlike the techniques presented in the literature, the proposed method has the 
advantage of automatically generating the ground truth for the training of neural networks, which allows 
generalizing the learning of characteristics of surgical instruments to use them in databases other than those 
trained to segment surgical instruments precisely. This robustness distinguishes it from other methods that 
may require more complex monitoring or parameter adjustments, making it a practical and reliable system.

The number of clusters used in the k-means algorithm to detect regions of interest impacts the quality of the 
segmentation and the processing time. As the clusters increase, more detailed segmentation is allowed as 
more regions of interest are generated. However, this also increases processing time exponentially due to the 
computational complexity of the number of clusters. This balance between segmentation quality and pro-
cessing time is essential in optimizing the segmentation process.

A number of clusters between N = 5 and N = 10 are ideal, providing high performance (IoU and accuracy) 
without significantly increasing processing time. The choice of the number of clusters must consider a com-
promise between the quality of the segmentation and the processing time. The segmentation quality affects 
the neural network's training, which increases the error when applying the system in a different environ-
ment. Some aspects to consider would be the type of system where it is implemented since if it has few 
processing resources, the processing time would increase even more. Additionally, if the system is imple-
mented in applications different from the evaluation or training of surgeons, environmental changes must 
be considered when training the neural network. The system is designed to evaluate the surgeon's ability to 
perform surgery since, generally, even if they are experts, surgeons adjust the environment to the patient's 
characteristics to increase the surgical procedure's success. Finally, while more clusters can improve seg-
mentation accuracy, especially in images with significant brightness correction, it also significantly 
increases processing time.
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Combining the neural network with the automatic generation of labels generated by the K-means algorithm and 
pre-training with JIGSAWS has proven to be an effective strategy for accurately and efficiently segmenting surgi-
cal instruments in specific tasks and broader applications, such as endoscopies. However, our method has some 
limitations that will be addressed in future research to improve the segmentation of surgical instruments when 
using the pretrained neural network. On the other hand, methods should be explored to enhance the precision of 
segmenting the parts related to the surgical instrument. Implementing our algorithm in current robotic surgery 
systems could benefit patients and surgeons, automating the detection of surgical instruments and reducing 
human errors, for example, by detecting and correcting possible collisions between surgical instruments by sur-
geons.

Based on the results presented in the previous tables, a more developed section on the limitations of the proposed 
method could include the following points: the proposed method demonstrates strong performance in surgical 
instrument segmentation under various image distortions, certain limitations should be noted regarding its appli-
cability in different surgical scenarios and imaging conditions. The results from the JIGSAWS, Endovis, and 
Endoscape datasets indicate that the segmentation performance declines as the salt and pepper noise level 
increases. The method's performance deteriorates with lower JPEG compression quality factors, with IoU values 
falling as compression increases (quality factor = 50). In clinical environments where images might be compressed 
for storage or transmission, this could reduce segmentation accuracy. the method exhibits robustness to filtering 
techniques such as median, Gaussian, and blurring, the results show variability across different kernel sizes and 
filter types. For instance, the Endovis dataset displayed lower IoU values under filtering distortions than the 
JIGSAWS dataset. This inconsistency suggests that the method's robustness might vary depending on the specific 
characteristics of the dataset or the surgical context, such as the type of instruments or the nature of the surgery. 
The method performs differently across the JIGSAWS, Endovis, and Endoscape datasets, with the JIGSAWS dataset 
generally yielding higher IoU values. This disparity indicates that the process may be more finely tuned or opti-
mized for specific datasets. Therefore, its generalizability may be limited across different surgical scenarios, 
instruments, or imaging devices. This raises concerns about the method's applicability in diverse clinical settings 
where different datasets with varying characteristics are encountered.

CONCLUSIONS

This paper presents a method for surgical instrument segmentation using the unsupervised K-means algorithm 
to generate the ground truth necessary to train neural networks automatically. The results demonstrate high 
precision and accuracy, validating the effectiveness of the auto supervised approach in identifying patterns 
despite variations in the shape, size, and texture of the images. Combining the K-means algorithm with pre-
trained neural networks in JIGSAWS has proven an effective strategy, allowing accurate and efficient segmentation 
in various applications, including endoscopies. Unlike other methods, the algorithm presented in this paper 
reduces the human effort required to generate training ground truth for neural network-based systems. The 
proposed self-supervised approach eliminates the need for manual creation of ground truth for surgical 
instruments. This unique feature makes it ideal for medical environments requiring the detection of surgical 
instruments. Although some limitations will be addressed in future research, implementing our method in robotic 
surgery systems promises to improve surgical efficiency and reduce human errors by automating the detection of 
surgical instruments.
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The proposed method shows promise in surgical instrument segmentation, especially under controlled conditions. 
However, its sensitivity to certain image distortions, variability across datasets, and potential challenges in complex 
scenarios highlight areas where further refinement and validation are urgently needed. Addressing these limitations 
will be crucial for enhancing the method's applicability and reliability across a wider range of surgical scenarios and 
imaging conditions. Training the neural network used in segmentation with images from diverse scenarios and 
environments, including distorted images, is essential to improve the system image generalization and surgical 
instrument segmentation. This approach will enhance the model's ability to generalize segmentation tasks and 
improve efficiency under varying conditions. We can create a more robust and versatile segmentation system by 
developing an adaptive algorithm capable of adjusting to different environmental factors. Furthermore, continuing 
the investigation with a more robust neural model is planned as a future research. Combined with the current 
system, this advanced model will overcome existing limitations and enhance the method's performance, ensuring 
accurate and reliable surgical instrument segmentation across a broader spectrum of clinical applications.
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ABSTRACT
This systematic review aims to document the available research evidence regarding using mesenchymal stem cells 
(MSCs) and acellular amniotic membranes (AAM) as scaffolds in the murine model for tissue regeneration. This 
research was developed by analyzing available information on databases like Google Scholar, Pubmed, Scopus, and 
Web of Science, using the following key terms ''Human Stem Cells'', ''Amniotic membrane'', ''Wound healing' ' and 
''Animal model''. A total of 519 articles published from January 2013 to March 2024 were found, but only 8 studies 
were included in this review, the inclusion criteria were as follows the use of human-derived stem cells (UCMSCs 
and ADMSCs) seeded in decellularized hAM, in murine models with induced wounds (incisions or burns); exclusion 
criteria: stem cells obtained from non-human origin, combination of human stem cells from different tissues, use 
of a different biological scaffold, and studies that not assess efficacy in skin regeneration. The main outcomes were 
decreased wound closure time, increased angiogenesis, remodeling and increase in extracellular matrix deposition, 
increased synthesis of growth factors and anti-inflammatory cytokines, and optimization of biomechanical 
properties. Moreover, one of the main findings was that combining these methods can improve the healing process 
in chronic wounds. The main bias was related to the inclusion of more studies that used ADMSC (5 of 8); additionally, 
there were differences in the animal model used, the induced wound, and the comparison of different variables 
between the studies. In conclusion, we found that the combination of MSCs and AAM as a bio-scaffold improves 
general tissue healing and regeneration.
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RESUMEN
Esta revisión sistemática tiene como objetivo documentar la evidencia disponible sobre el uso de células madre 
mesenquimales (MSC) y membranas amnióticas acelulares (AAM) como andamios biológicos en modelos murinos para 
la regeneración de tejidos. Esta investigación se desarrolló buscando información disponible en bases de datos como 
Google Scholar, Pubmed, Scopus y Web of Science, utilizando los siguientes términos clave ''Células madre humanas'', 
''Membrana amniótica'', ''Curación de heridas'' y '' 'Modelo animal'. Fueron encontrados un total de 519 artículos 
publicados desde enero de 2013 hasta marzo de 2024, pero solo se incluyeron 8 estudios en esta revisión. El criterio 
de inclusión: uso de células madre derivadas de humanos (UCMSC y ADMSC) sembradas en hAM descelularizadas en 
modelos murinos con heridas inducidas (incisiones o quemaduras). Los criterios de exclusión fueron: células madre 
obtenidas de origen no humano, combinación de células madre humanas de diferentes tejidos, uso de un andamio 
biológico diferente y estudios que no evalúen la eficacia en la regeneración de la piel. Los principales resultados fueron 
una disminución del tiempo de cierre de la herida, aumento de la angiogénesis, remodelación, aumento del depósito 
de matriz extracelular, síntesis de factores de crecimiento y citocinas antiinflamatorias junto con la optimización 
de las propiedades biomecánicas, que en conjunto pueden mejorar el proceso de curación en heridas crónicas. El 
sesgo principal se relaciona con la inclusión de más estudios que emplearon ADMSC (5 de 8), adicionalmente hubo 
diferencias entre el modelo animal empleado, la herida inducida y la comparación de diferentes variables entre los 
estudios. En conclusión, encontramos que la combinación de MSC y AAM como bioestructura mejora la curación y 
regeneración general del tejido.

PALABRAS CLAVE: andamio biológico, cicatrización de heridas, células madre mesenquimales, CMM derivadas de tejido 
adiposo, CMM del cordón umbilical, membranas amnióticas humanas
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Given the complexity of its treatment, skin lesions represent a great challenge nowadays, in the United States alone, 
wound care costs reached $126.864 billion in 2019[1]. A huge portion of the investment is destined for chronic 
wounds, characterized by not following a normal healing course and failing to restore functional or anatomical integ-
rity after 3 months[2]. Additionally, its prevalence is estimated to affect around 40 million people worldwide[3]. 
Similarly, other types of wounds, such as burns, have a worldwide incidence of 11 million cases per year[4], and 
depending on the depth and extension, they can progress towards chronic non-healing wounds. 

Under normal circumstances, the healing process consists of 4 phases. Phase I: Hemostasis occurs immediately after the 
injury, aiming to restore the normal barrier function of the skin. It begins with vasoconstriction, finishing with the forma-
tion of a clot that covers the wound, acting as a provisional scaffold for cell migration[3]. The platelets within this clot pro-
duce a variety of pro-inflammatory agents, including thrombin, fibrinogen, angiogenic factors, growth factors, cytokines, 
and chemokines, which in conjunction promote migration of fibroblasts, monocytes, neutrophils, endothelial cells, along 
with bone marrow-derived mesenchymal stem cells (BMSCs). Phase 2: Inflammation begins with neutrophils producing 
bacterial lysis and removal of cellular debris. Likewise, monocytes help by differentiating into M1 macrophages aiming to 
amplify the inflammatory response. At the end of this stage, M2 macrophages and BMSCs initiate the healing process 
through their anti-inflammatory properties. Phase 3: Proliferation occurs when granulation tissue is formed by the action 
of fibroblasts, while the migration of keratinocytes initiates the re-epithelialization process[3]. Phase 4: Remodeling, a pro-
gressive decrease of cellularity and blood vessels occurs. In this transition process from granulation tissue to scar forma-
tion, metalloproteinases (MMPS) degrade collagen type III fibers previously arranged as temporary scaffolds. At the same 
time, fibroblasts increase the amount of collagen type I fibers to complete the healing and regeneration process[3].

On the contrary, the healing process in chronic wounds has been altered by the increase of IL-1, IL-6, TNFα, and the 
permanence of MMPS; along with a rise in the macrophages differentiation to M1 pro-inflammatory subtype, caus-
ing Fibroblasts to decrease their proliferation, with a consequent reduction in the synthesis of extracellular matrix 
and the making of granulation tissue[4]. Similarly, the formation of new blood vessels decreases, resulting in a pro-in-
flammatory, hypoxic, and ischemic environment[5]. Together, these conditions lead to the chronification of many 
diseases, such as diabetes, peripheral arterial disease, venous insufficiency, or ulcers derived from localized pres-
sure. Consequently, this propitiates the development and progression of non-healing chronic wounds[6].

In addition to the complex phases of the healing process, the often-observed imbalance in diverse ailments further 
complicates the course of chronic wounds and their treatment when co-morbidity is observed. Therefore, therapeu-
tic alternatives have been developed to optimize the outcomes of treating skin lesions, while decreasing the burden 
imposed on the health system. Among these therapeutic options, stem cell therapy has been widely studied for its 
role in the tissue regeneration process. It is currently a topic of ongoing research and evolution.

Regarding wound regeneration, the most analyzed human mesenchymal stem cell populations have been adi-
pose tissue and umbilical cord-derived MSCs. Advantages of using human umbilical cord-derived mesenchymal 
stem cells (UCMSCs) include their accessibility, as they are obtained from waste tissue at the time of delivery; low 
immunogenicity due to the low expression of HLA-1 as well as greater potential for proliferation, compared to 
other sources of stem cells[7]. Similarly, adipose tissue-derived stem cells (ADMSCs) have demonstrated great abil-
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ity to modulate the inflammatory response of dendritic cells and T lymphocytes; as well an important cellular 
plasticity, which gives them the ability to differentiate into various cell lineages such as fibroblasts, keratinocytes, 
endothelial and epithelial cells[8]. Furthermore, ADMSCs present multiple autocrine and paracrine effects, which 
promote tissue repair; and are easily obtained through minimally invasive liposuction procedures[8][9]. Remarkably, 
studies have been carried out utilizing exosomes derived from ADMSCs, which have shown similar effects, by 
decreasing the synthesis of proinflammatory cytokines, such as IL-1ꞵ and TNFα[10], (Figure 1).

FIGURE 1. Synergistic effects between stem cells and amniotic membrane in wound healing. Courtesy of Guillermo Mayorga. 
Elaborated using Adobe illustrator.

Although subcutaneous local infiltration of stem cells has been tested in non-healing chronic wounds, the main 
drawbacks are the increased apoptosis susceptibility; secondary to the shear stress caused at the time of infiltra-
tion, accompanied by an excessive inflammatory process at the wound site, which perpetuates the non-optimal 
environment for cell survival[11]. Consequently, different research has been done using stem cells in association 
with biological scaffolds, many of them developed with tissue engineering, while others performed with natural 
human amniotic membranes (hAM). Overall, results evidence improvement in cell survival rate, overcoming the 
limitations of using MSCs applied directly into the wound without a scaffold, and exhibiting significant synergistic 
effects on tissue regeneration.

Biological polymer scaffolds can be used in the tissue regeneration process, these can be naturally based on pro-
teins (collagen, fibrin) or polysaccharides (cellulose, hyaluronic acid). Likewise, synthetic polymers (polyethylene, 
polystyrene) have been developed, which are distinguished mainly by their mechanical properties[12].

In this case, hAM was chosen due to its numerous advantages, such as its easy procurement, good aesthetic 
results in the healing process, and its ability to synthesize a wide variety of molecules that promote tissue regen-
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eration. Its use avoids resorting to the exploitation of natural resources, its cost is significantly lower compared to 
polymers, laborious manufacturing processes are avoided, and rejection by the recipient is an adverse reaction 
that occurs in few cases[13].

One of the most fascinating properties of hAM described in the literature is the ability to regulate the production 
of proinflammatory cytokines, while promoting the release if IL-4, IL-10, TGF-ꞵ, hepatocyte growth factor (HGF), 
prostaglandin E2 (PGE-2), histocompatibility antigen HLA- G and indoleamine 2,3- dioxygenase (IDO), all of them 
exhibiting anti-inflammatory properties[14].

Additionally, hAM displays antimicrobial functions through the release of elafin and beta-defensins, both of 
which are antimicrobial peptides. Moreover, it can contribute to analgesia acting as a physical barrier when used 
to cover the wound and nerves, while stimulating angiogenesis via the release of vascular endothelial growth 
factor (VEGF-A), angiopoietin 1, and fibroblast growth factor (FGF-2). Studies have also reported that the use of 
hAM promotes cell differentiation and adhesion through structural proteins such as type I collagen, laminin, 
and fibronectin, which also support epithelialization. Finally, this biocompatible scaffold can be easily obtained 
and exhibits outstanding regenerative properties, making it a feasible option for treating non-healing chronic 
wounds[15].

To optimize the use of hAM, several research has been developed to decellularized the membrane scaffold and 
colonize it with stem cells. Aiming to prevent graft rejection, thus allowing a more synergic treatment of non-heal-
ing chronic wounds. This decellularization process removes the epithelium while preserving the stroma of the 
hAM (Figure 2), maintaining the components of the extracellular matrix, and the presence of tissue regenerat-
ing-associated growth factors. These associated biomolecules include nerve growth factor (NGF), epidermal 
growth factor EGF, Keratinocyte Growth Factor KGF, Basic fibroblast growth factor bFGF, and Transforming 
growth factor beta α and ꞵ (TGFα and ꞵ)[16], resulting in the AAM. Human amniotic membranes offer a combination 
of biological and structural benefits that make them ideal for applications in regenerative medicine, especially for 
skin regeneration.

FIGURE 2. Structure of the amniotic membrane, prepared using Microsoft Word, adapted from[14].
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Interestingly, available evidence regarding the use of stem cells in combination with human amniotic mem-
branes has been documented with great outcomes, in in vivo experiments carried out in mice and rat models. 
Hence, this systematic review aimed to analyze the studies using human stem cells derived from adipose tissue 
and/or umbilical cord in combination with acellular human amniotic membrane in the healing process of skin 
wounds in murine models and provide solid bases for defining the type of stem cells to be used in future human 
trials.

MATERIALS AND METHODS

Literature research
Between May 8 and 12 2024, an electronic search was carried out in the Google Scholar, Pubmed, Scopus, and 

Web of Science databases, grouping the terms that constituted the PICO question: ''Human Stem Cells'', ''Amniotic 
mechanisms'', ''Wound healing'', and ''Animal model'', articulated to fulfill the objective stated in the previous 
section. The final structure of each search strategy was adjusted based on the thesaurus vocabulary and the 
Boolean operators specific to each database.

Inclusion and exclusion criteria
Studies published from January 2013 to March 2024 were considered eligible, in which the effects on skin 

regeneration were evaluated, using human mesenchymal stem cells (UCMSC and ADMSC) seeded in decellularized 
hAM, in murine models with induced incisions or burns, with prior approval from the associated animal care 
and use committees. The reason for only considering murine models is that a gap and discrepancy were 
identified in the literature regarding the most studied stem cell (ADMSCs) and the stem cell used in the few 
studies identified in humans (UC-MSCs), thus, this systematic review arises to provide solid bases for future 
trials in humans. Exclusion criteria were considered as follows: non-primary studies, obtaining stem cells of 
non-human origin, a combination of human stem cells from different tissues, use of a biological scaffold 
different from the one stated, studies not designed to assess efficacy in skin regeneration, and articles written 
in languages other than English or Spanish. These exclusion criteria were considered to enable a comparison 
with the studies finally selected.

Study selection
Just the authors VG and GM participated in the selection of potentially relevant studies to reduce the risk of 

selection bias and this process was carried out in three stages. The first stage focused on eliminating duplicate 
records. The second stage centered on exclusion of articles according to their title and abstract. In these two stages, 
the collaborative web application named Rayyan was used. Finally, the third stage consisted of a full-text analysis. 
The last two stages were guided by inclusion and exclusion criteria. This process was based on the statements 
established in the PRISMA 2020 protocol.

Data extraction
The studies were required to contain this information: population sample, type of injury, methodology in terms 

of origin and processing of stem cells and amniotic membranes, information on the interventions, and outcome 
measures. Data were independently extracted and organized in a detailed manner on a worksheet for further 
analysis.
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RESULTS AND DISCUSSION

Search results
After removing duplicated studies, according to the PRISMA 2020 flowchart, the search performed yielded a total 

of 519 studies (Figure 3). Considering the information found on the titles and abstracts, 12 studies were fully 
assessed, out of which 4 studies were excluded. Finally, 8 primary studies were included.

Characteristics of the studies
The main findings of the analyzed studies are presented in Table 1. All studies used murine models, with the 

most used species being BALB/c mice and Wistar rats. All studies included signed informed consent for aesthetic 
liposuction procedures and elective cesarean sections to obtain ADMSCs, UCMSCs, and hAMs.

Isolation and culture procedures for human mesenchymal stem cells were similar, along with their characteriza-
tion to meet the criteria established by the International Society of Cellular Therapy (ISCT) for MSCs. As per the 
de-epithelization of the human amniotic membrane, the methods used were mechanical and enzymatic. Of the 
included studies, 6 described macroscopic characteristics, 8 referred histological features, 4 made immunohisto-
chemical analyses, 2 presented biomechanical characteristics, and 1 performed molecular biology studies. 

FIGURE 3. Prisma flowchart.
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TABLE 1. Analysis of the characteristics of the studies included in the systematic review. (Continue in the next page).

Animal 
model

Type of 
induced 
wound

Methodology Analysis/studies carried out Outcomes

Khalatbary, 
et al.,
(2023)[10]

60 experi- 
mental 
Wistar rats

Excisional 
wound on 
the back and 
two sagittal 
incisions on 
the sides of the 
wound

Stem cell process: human origin, obtained by liposuc-
tion, subsequently washed, isolated, centrifuged, see-
ded, incubated and finally characterized

AAM process: human origin, obtained during cesarean 
sections, subsequently washed, decellularized with tryp-
sin solution, triton, sodium deoxycholic acid, washed 
again, and lyophilized. Decellularization was confirmed 
by H&E

Diabetes mellitus was induced in all rats by intraperito-
neal injection of streptozotocin

They were divided into four groups: control, injection of 
ADMSCs-derived exosomes, AMS, AMS + ADMSCs- de-
rived exosomes

Samples were taken from five mice from each sub-
group at the end of the 1, 2, 3 weeks for analysis:

-Histological
-H&E: nuclei and cytoplasm

-Toluidine blue: mast cells

-Masson's trichrome: collagen

-Immunohistochemical

-Anti-ki67 antibodies: cell proliferation

-Anti-CD86 antibodies: M1 macrophages

-Molecular: TGF-β, bFGF, VEGF, TNF-α and IL-1β 
by qRT-PCR
-Tensiometric: maximum force and energy absorp-
tion were determined by a material testing machine

-Wound area Wound clo-
sure rate
-Total volumes of the new 
epidermis and dermis
-Numerical density of 
fibroblasts, neutrophils, 
mast cells, blood vessels in 
the dermis
-Cell proliferation and 
macrophages M1
-Collagen deposit Levels of 
TGF-ꞵ, bFGF,
-VEGF, TNF-α, IL-ꞵ Tensile 
strength test

Zhou, 
et al., 
(2023)[13]

48 experi-
mental 
C57BL/6J
mice

Second- degree 
burns of 1 cm 
in diameter at 
dorsal level

Stem cell process: obtained from healthy donors by ce-
sarean section, subsequently washed and incubated

AAM process: obtained from healthy donors by cesarean 
section, stored, frozen, thawed, decellularized by enzy-
matic digestion and confirmed by DAPI

They were divided into four groups: control, mAM + UC- 
MSCs, UC-MSCs, sham

Five mice from each subgroup were sacrificed 
on days 7 and 11 for analysis:
-RNA
-Seq transcriptomic analysis to compare the 
gene expression profile
-Biological effects of mAM
-MSC on HUVECs using transwell cell migration 
and tube formation assays
-Survival of mAM-MSC using bioluminescence 
imaging
-Histological: H&E
-Immunohistochemical: anti-CD31, antibodies, 
angiogenesis

-Effects of mAM on MSC
-Survival of mAM-MSC
-Wound area
-Wound closure rate 
-Vascularization

Moghimi, 
et al., 
(2023)[17]

60 experi- 
mental 
Wistar rats

Two excisional 
wounds of total 
thickness of 1 
cm in diameter 
at the dorsal 
level

Stem cell process: obtained from liposuction material 
from healthy patients undergoing cosmetic surgery, 
washed, isolated, centrifuged, incubated and characte- 
rized
AAM process: obtained after cesarean deliveries of 
healthy women, washed, frozen, thawed, decellularized 
by swabbing with NaOH and washed
They were divided into three groups: control, dAM + 
ADMSCs, sAM + ADMSCs

The rats were sacrificed on days 3,7,16,21 for 
analysis:

-Molecular: VEGF and Col-I by qRT-PCR
-Histological
-H&E
-Masson's trichrome

-Real-Time PCR results
-Wound area
-Vascularization
- Collagen deposit
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TABLE 1. Analysis of the characteristics of the studies included in the systematic review. (Continue in the next page).

Animal 
model

Type of 
induced 
wound

Methodology Analysis/studies carried out Outcomes

Aghayan, 
et al., 
(2022)[18]

24 exper-
imental 
Wistar rats

Excisional 
wound of total 
thickness of 1 
cm at dorsal 
level

Stem cell process: obtained from liposuction surgery 
waste (<40 years) and from full-term cesarean births 
(>38 weeks), washed, isolated, centrifuged, incubated 
and characterized

AAM process: obtained from full-term cesarean deli- 
veries, washed, frozen, thawed, decellularized by cell 
scraper and multiple washing and incubated. Decellula- 
rization was confirmed by H&E
They were divided into four groups: control, AAM, ADM-
SCs + AAM, PLMSCs + AAM

Three rats from each subgroup were sacrificed 
on days 7 and 14 for analysis:
-Histological

-H&E

-Masson's trichrome

-Wound closure rate
-Epithelialization
-Angiogenesis
-Collagen deposit
-Epidermal and dermal 
thickness
-Number of inflammatory 
cells
-Cutaneous annexes

Xiao, et al., 
(2021)[19]

40 
experimen-
tal BABL/C
mice

Total thickness 
defect of 1 cm 
in diameter at 
dorsal level

Stem cell process: obtained during liposuction proce-
dures, isolated, centrifuged, incubated and characterized

AAM process: obtained from healthy women undergoing 
cesarean section, frozen, thawed, washed, incubated, 
decellularized by cell scraping and multiple washing, 
confirmed by H&E. Finally lyophilized

Diabetes mellitus was induced in all mice by intraperito-
neal injection of streptozotocin. They were divided into 
four groups: control, ADMSCs-derived exosomes, hAAM, 
hAAM + ADMSCs-derived exosomes

The healing of the wounds was evaluated by mac-
roscopic observation on days 1,3,7 and 14. Three 
analyses were performed:

-Biological effects ADMSC-exos on HDFs and HU-
VECs using tube formation assays and scratch assay

-Histological:

-H&E

-Masson's trichrome

-Immunohistochemical

-Anti-CD206 antibodies: M2 macrophages

-Anti-collagen III antibodies: extracellular matrix

-Anti-CD31 antibodies

-Effects ADMSC-exos on 
HDFs and HUVECs
-Appearance and rate 
of closure of the wound 
Infiltration of inflammato-
ry cells
-Macrophage M2
-Vascularization
-Extracellular matrix 
reservoir
-Type III collagen
-Cutaneous annexes

Hashemi, 
et al.,
(2020)[20]

32 exper-
imental 
albino mice

Third-degree 
burns (20% 
SCT) in the cer-
vical region

Stem cell process: obtained from mothers who are candi-
dates for cesarean section, washed, incubated and charac-
terized
AAM process: obtained from mothers who are candidates 
for cesarean section, decellularized using a mechanical 
method and cold peeling
They were divided into four groups: DHAM + HWJMSCs, 
HWJMSCs injection, HWJMSCs application and DHAM. The 
corresponding treatment was administered 24 hours of the 
burn

Half of the rats in each subgroup (4) were sacri-
ficed on the 7th and 14th for analysis:

-Molecular: gene cGFP and MTT assay
-Histological: H&E

-Effects of HWJMSCs on 
acellular hAM, the viability 
of cells after labeling and 
perching on DHAM
-Histological findings: re- 
epithelialization, granu-
lation tissue, hemorrhage 
and inflammation
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TABLE 1. Analysis of the characteristics of the studies included in the systematic review. (Continue from previous page).

Animal 
model

Type of 
induced 
wound

Methodology Analysis/studies carried out Outcomes

Wu, et al., 
(2016)[21]

32 exper-
imental 
albino mice

Defects of 
total thickness 
of 0.8 x 0.8 cm 
on the back

Stem cell process: not specified

AAM process: obtaining not specified, decellularized 
with sodium dodecyl sulfate, hypotonic tris buffer and 
treatment with protease and nuclease inhibitors. Confir-
mation by H&E

They were divided into four groups: hAM, AAM, ADMSC 
+ AAM

The wound healing rate at 7.14 and 28 days and 
two analysis at 28 days:

-Immunohistochemical
-Anti-CK19 and human derived mitochondria 

antibodies

-Histological: H&E

-Wound healing rate 
-Histological characte- 
ristics: epidermal layers, 
cutaneous annexes

Sabapathy, 
et al., (2014)[7]

9 SCID ex-
perimental 
mice

Excisional 
wound with an 
area of 1 cm² on 
the back

Stem cell process: obtained from patients undergoing 
elective cesarean section with full-term pregnancy, 
washed, isolated, incubated and characterized

AAM process: obtained from patients undergoing elec-
tive cesarean section with full-term pregnancy, washed, 
decellularized with Tris buffer and sodium dodecyl 
sulfate, washed, immersed in a buffer reaction and 
sterilized

They were divided into three groups: HWJMSCs injec-
tion, AAM + HWJMSCs,
control

The analyses were carried out after 14 days:

-Multilineage differentiation analysis by stains 
and flow cytometry
-Establishing the safety of isolated and expand-
ed MSCs by flow cytometry and qRT-PCR
-Histological: Masson’s trichrome
-Tracking the transplanted cells in vivo by ICG 
and using IVIS imaging system
-Tensiometric: characterize the mechanical 
properties by a tensile testing machine

-Differentiation Plasticity
-Safety
-Singer classification
-Cell survival
-Biomechanical properties
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AAM, acellular amniotic membrane; H&E, hematoxylin and eosin; ADMSCs, adipose tissue-derived stem cells; 
AMS, bioengineered three-dimensional microporous amniotic membrane scaffold; qRT-PCR, quantitative Real 
Time-Polymerase Chain Reaction; mAM, micronized amniotic membrane; UC-MSCs, umbilical cord-derived mes-
enchymal stem cells; HUVECs, Human Umbilical Vein Endothelial Cells; dAM, decellularized amniotic membrane; 
sAM, stromal amniotic membrane; PLMSCs, placenta-derived mesenchymal stem cells; hAAM, human acellular 
amniotic membrane; HDFs, primary human dermal fibroblasts; DHAM, decellularized human amniotic mem-
brane; HWJMSCs, Wharton's jelly-derived mesenchymal stem cells; hAM; human amniotic membrane, ICG, 
Indocyanine green; IVIS, In Vivo Imaging System.

Results found in the analyzed studies
Macroscopic characteristics

Macroscopic observation through photographic recording of the wound area at transverse moments showed that 
the intervention groups (AMS + ADSCs-derived exosomes, mAM + UC-MSCs, dAM + ADMSCs, hAAM + ADSCs-
derived exosomes and ADMSCs + AAM) had a greater and faster effect in reducing the wound area, compared to 
other interventions, including the control group[10][13][17][19][21].

Immunological and immunohistochemical characteristics
In one study, a mathematical equation was used to calculate the newly formed epidermal and dermal volumes in 

the treated groups. Interestingly, the AMS + ADSCs-derived exosome groups showed greater volumes compared to 
the other groups on days 7, 14, and 21[10]. Additionally, via the histological study, authors reported that the AMS + 
ADSCs-derived exosomes group had, comparatively, higher vascular density on days 7, 14, and 21[10]. Although 
several studies compare AAM + HWJMSCs to other intervention groups, one of them evaluated hyperkeratosis and 
epidermal hyperplasia, finding higher values in comparison[7]. Similarly, in two studies staining with CD31 was 
performed and a greater pro-angiogenic effect was observed in the intervention groups (mAM + UC-MSCs and 
hAAM + ADSCs-derived exosomes), compared to the other groups[13].

Regarding collagen deposition, Masson's trichrome staining was used to stain collagen fibers, revealing that in 
the AMS + ADSCs-derived exosomes and dAM + ADMSCs groups, the wound bed had a greater amount of collagen 
with a better arrangement of fibers; therefore, constituting a more organized regenerated structure[10][17]. In 
another study, collagen expression was determined by immunohistochemical staining of collagen III and it was 
evident that the hAAM + ADSCs-derived exosomes group showed the highest expression compared to the other 
groups[19]. Likewise, the group HWJMSCs + AAM was evaluated through the orientation of collagen fibers, which 
was superior to the other intervention groups[7].

In terms of cell proliferation, immunohistochemical staining of ki67 and CD86 demonstrated that cell prolifera-
tion in the AMS + ADSCs-derived exosomes group was significantly higher compared to the other groups on days 
7, 14 and 21; while the density of M1 macrophages was considerably lower in this group[10]. Immunohistochemical 
staining of CD206 demonstrated increased recruitment of M2 macrophages to the wound bed[19]. Furthermore, 
three of the studies performing immunohistochemical analyses evaluated the regeneration of skin annexes. One 
of the studies performed immunohistochemical staining of cytokeratin 19 and mitochondria and reported the 
observation of hair follicle structure on day 28 (ADMSCs + AAM group). Though a second study aiming to improve 
wound healing in diabetic mice by applying hAAM + ADSCs-derived exosomes, hair follicles and sebaceous glands 
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failed to regenerate[19], the third experiment used the Singer classification to quantify the regeneration of skin 
wounds via Masson's trichrome staining, with great outcomes. Authors report the presence of hair follicles and 
apocrine glands in the AAM + HWJMSCs group[7].

Biomechanical characteristics. Two of the studies included tensile strength tests. In the first one, the AMS + 
ADSCs-derived exosomes group exhibited greater maximum strength and energy absorption on day 21, compared 
to the other groups[10]. While on the second study, the analysis of all biomechanical parameters (stress, strain, 
Young's modulus, stiffness, tenacity modulus and tensile strength) indicated that the AAM + HWJMSCs group had 
better scores when compared to other groups (HWJMSCs and control)[7]. 

Molecular biology studies. In one interesting study, the level of gene transcription of various representative factors 
was evaluated through real-time polymerase chain reaction. Factors included in this study were associated with 
proliferation and regeneration (TGF-ꞵ and bFGF), angiogenesis (VEGF), and inflammation (TNFα and IL-1ꞵ) on day 
7. In comparison to other groups, the AMS + ADSCs-derived exosomes group had greater expression of the factors 
associated with proliferation, regeneration, and angiogenesis and lower expression of proinflammatory factors[10].

Discussion
The function of the human amniotic membrane as an acellular scaffold for mesenchymal stem cells derived from differ-

ent tissues and its role in tissue regeneration has been extensively studied over time[22][23], this systematic review aims to 
consolidate the available evidence on the combined use of human stem cells derived from adipose tissue and umbilical 
cord seeded in acellular human amniotic membranes and their role in the skin wound healing process in mice and rats.

It is important to highlight that MSCs are easily obtained and have been successfully isolated from various human 
tissues[24]. When using stem cells to accelerate the skin regeneration process, it is evident that the viability of this 
type of cells is low, due to different friction forces generated during processing and application, ultimately com-
promising the survival of the stem cells[11]. Likewise, it has been shown that not all stem cells have the same capac-
ity to migrate towards the site of injury, which prevents the recruitment of an adequate number of MSCs[25].

Various biological and synthetic scaffolds provide a favorable environment for growth, proliferation, and mainte-
nance of stem cells destined for a specific tissue space[26]. AAM is a biological scaffold with excellent results in skin 
healing, and the evidence analyzed in this manuscript supports a synergistic effect with stem cells. Both present 
anti-inflammatory effects, through the release of growth factors and similar properties[27]. Of special interest in 
hAM, is the mechanical characteristics of the basement membrane conferred by its proteins[28].

This systematic review allowed the comparison and analysis of a variety of studies regarding the use of bioscaf-
folds (MSCs + dHAM) in skin wounds. Eight (8) articles were reviewed, and all of them evaluated one or more of 
the following criteria: macroscopic, histological, and immunohistochemical characteristics, collagen deposits, cell 
proliferation, and biomechanical properties.

This confirms that both ADMSCs and UC-MSCs, seeded in dHAM, show positive outcomes in terms of wound area 
reduction compared to the control groups[10][13][17][19][21]. Regarding immunohistochemical characteristics, it was deter-
mined that on days 7, 14, and 21, the epidermal volume and the rate of angiogenesis and cellular proliferation were 
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higher in the dHAM + ADSCs- derived exosomes group[10], suggesting a favorable and less inflammatory environment 
conducive to healing. Only one study measured the rate of hyperkeratosis and epidermal hyperplasia, which was 
higher in the dHAM + HWJMSCs group[7]. On the other hand, an important factor to consider in the skin healing pro-
cess is the accumulation of collagen deposits and the organization of its fibers, exposing that in the dHAM + ADSCs-
derived exosomes, dHAM + ADMSCs, and HWJMSCs + dHAM groups, better collagen fiber organization was 
observed[7][10][17]. Additionally, the dHAM + ADSCs-derived exosomes group reported a higher concentration of type 
III collagen[19]. It should be noted that only two studies evaluated the regeneration of skin appendages; of these, only 
two studies successfully regenerated skin appendages such as hair follicles by day 28[7][19] and apocrine glands[7]. The 
variability in these results may be due to the differences in the animal models used, the application methodology, or 
the source of the cells provided. When evaluating biomechanical properties, the study groups were subjected to 
traction, tension, deformation, and stiffness tests, where the dHAM + HWJMSCs group had the best outcomes[7]. This 
aspect is crucial to ensure not only rapid healing but also the provision of functional and resilient tissue. At the 
molecular level, the dHAM + ADSCs-derived exosomes group showed greater expression of factors associated with 
cellular proliferation and lower expression of pro-inflammatory factors[10]. This suggests that these combinations not 
only accelerate the healing process but also favorably modulate the cellular environment to promote more efficient 
healing with fewer inflammatory complications. Nevertheless, the use of human amniotic membranes combined 
with mesenchymal stem cells (MSCs) could have several limitations that are important to consider:

Immunological Rejection: Although hAM has immunomodulatory properties, there is a risk of immunological rejection 
when combined with MSCs. Quality Variability: The quality of amniotic membranes can vary depending on the source 
and processing method, which can affect the efficacy of the treatment. Risk of Infection: Being a biological tissue, there 
is a risk of transmission of infections if not handled properly[29]. Costs and Availability: Obtaining and processing amniotic 
membranes and MSCs can be expensive and are not always available in all regions. Limited Efficacy: In some cases, the 
observed benefits cannot be fully attributed to the cellular plasticity of MSCs, as the number of grafted cells may be low.

Overcoming the limitations of using human amniotic membranes combined with mesenchymal stem cells 
(MSCs) requires a multifaceted approach:

Improving Immunological Compatibility: Genetic engineering techniques can be used to modify MSCs and reduce the 
risk of immunological rejection. Process Standardization: Developing standardized protocols for obtaining and processing 
amniotic membranes can help reduce variability in quality. Quality Control and Safety: Implement strict quality control 
and safety testing to minimize the risk of infections. Research and Development: Invest in research to improve the effi-
cacy of combination therapies and better understand the mechanisms of action of MSCs. Cost Reduction: Encourage mass 
production and process optimization to reduce costs and improve availability. Education and Training: Train healthcare 
professionals in the proper management of these therapies to maximize their benefits and minimize risks[30].

It is important to mention that the information obtained from ADMSCs exceeds that found about HWJMSCs, which 
explains the inequality when presenting the results found in the PRISMA search, since we found differences regarding the 
animal model and wound etiology. Additionally, it should be considered that not all articles compare the same parame-
ters, which generates a bias when objectively evaluating the results. We consider that the fundamental parameters to 
evaluate similar investigations should be related to the effects on the wound area, the capacity for angiogenesis and col-
lagen synthesis, the biomechanical properties, and the induction of molecular factors that favor cell proliferation. 
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Specifically in future clinical trials in humans, parameters such as improvement in pain and systemic effects of 
the use of this method for tissue regeneration should also be reported.

Moreover, some studies evaluated experimental results in up to four-time intervals, while other authors consid-
ered a two-time interval. Although evaluation periods may vary depending on the researchers’ projections, 
resources, materials, and the disposition of the experimental and control groups, these determinants must be 
methodically evaluated before initiating the experiment to obtain reproducible results.

Another relevant consideration is that experimental studies carried out in humans are scarce and only studies of 
UC-MSCs + dHAM in skin regeneration were found. Hashemi and collaborators described the use of stem cells derived 
from the umbilical cord seeded in acellular human amniotic membrane, obtaining positive outcomes in terms of 
reducing wound size and healing time[31]. Overall, the analysis presented throughout this systematic review indicates 
that stem cells derived from adipose tissue and umbilical cord seeded in decellularized human amniotic membranes 
show positive results in clinical trials with murine animals. It is expected that in the future, these studies will pave 
the way for clinical trials in humans to be able to carry out evidence-based guided tissue regeneration therapies.

CONCLUSIONS

This systematic review of the literature evidence the synergy reported in the use of stem cells from adipose tissue 
and umbilical cord tissue of human origin in combination with the acellular human amniotic membrane for the 
treatment of skin lesions, such as ulcers and burns in rodents, promises great outcomes. Groups treated with MSCs 
reported better outcomes in terms of the reduction of the wounded area, better healing time, greater vascular 
density, and collagen formation. Interestingly, when evaluating biomechanical characteristics, better results were 
found when stem cells were combined with amniotic membranes. Based on these, we infer that stem cells derived 
from adipose and umbilical cord tissues of human origin, combined with acellular amniotic membranes, are a 
promising option in the treatment of wounds and burns. Although further clinical trials are needed, these 
investigations showed promising results that may promote the use of these biological scaffolds in humans, as part 
of a regenerative therapy.
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ABSTRACT 
Given the price tag of commercially available devices, developing a low-cost, portable pupilometer based on the 
Raspberry Pi platform is significant for advancing clinical and research applications in neurology and circadian rhythm 
studies. This study aimed to design and characterize a pupilometer capable of assessing pupillary light response (PLR) 
to different wavelengths and its relationship with circadian cycles. Using a Raspberry Pi, a no-infrared filter (NoIR) 
camera, and custom software, the device was tested on a healthy 24-year-old female subject over 20 days, measuring 
responses to 635 nm (red) and 463 nm (blue) light stimuli at two daily intervals (8:00 AM and 8:00 PM) in both eyes. 
Results showed that blue light induced greater pupillary constriction than red light (F(1)= 284.37, p=6.9e-27), with 
more pronounced responses in the morning (F(1)=12.02, p=0.001), likely due to higher parasympathetic activity. 
Significant lateral asymmetry (F(1)=12.36, p=0.0008) was also observed in the pupillary response to blue light, 
suggesting potential intracranial factors. These findings demonstrate the pupilometer's efficacy in capturing detailed 
pupillary dynamics, proposing its utility to evaluate pupillary light response in connection with circadian rhythms 
and lateral asymmetry, providing an affordable solution. 

KEYWORDS: biomedical instrumentation, circadian rhythms, pupillometry
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RESUMEN 
Dado el precio de los dispositivos disponibles en el mercado, el desarrollo de un pupilómetro portátil de bajo coste 
basado en la plataforma Raspberry Pi es importante para avanzar en las aplicaciones clínicas y de investigación en 
neurología y estudios del ritmo circadiano. Este estudio tuvo como objetivo diseñar y caracterizar un pupilómetro 
capaz de evaluar la respuesta pupilar a la luz (PLR) a diferentes longitudes de onda y su relación con los ciclos 
circadianos. Utilizando una Raspberry Pi, una cámara sin filtro infrarrojo (NoIR) y software personalizado, el 
dispositivo se probó en una mujer sana de 24 años durante 20 días, midiendo las respuestas a estímulos de luz de 
635 nm (rojo) y 463 nm (azul) en dos intervalos diarios (8:00 AM y 8:00 PM) en ambos ojos. Los resultados mostraron 
que la luz azul inducía una mayor constricción pupilar que la luz roja (F(1)= 284.37, p=6.9e-27), con respuestas más 
pronunciadas por la mañana (F(1)=12.02, p=0.001), probablemente debido a una mayor actividad parasimpática. 
También se observó una asimetría lateral significativa (F(1)=12.36, p=0.0008) en la respuesta pupilar a la luz azul, 
lo que sugiere posibles factores intracraneales. Estos hallazgos demuestran la eficacia del pupilómetro para captar 
la dinámica pupilar detallada, proponiendo su utilidad para evaluar la respuesta pupilar a la luz en relación con los 
ritmos circadianos y la asimetría lateral, proporcionando una solución asequible.

PALABRAS CLAVE: instrumentación biomédica, pupilometría, ritmo circadiano
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INTRODUCTION

The measurement of pupillary light response (PLR) is crucial in clinical and research settings for evaluating neuro-
logical functions and circadian rhythms. Pupillometry, the study of pupil dynamics, has been widely used to assess 
autonomic nervous system activity, diagnose various neurological disorders, and understand sleep-wake cycles [1]. 
However, current pupilometers, often used in clinical and research environments, are expensive and not easily 
accessible for all institutions or researchers [2]. This gap highlights the need for developing cost-effective, portable 
devices that can provide reliable data on pupillary responses.

Despite the advancements in pupillometry, there remains a significant disparity between the available high-cost, 
high-precision instruments and the need for affordable alternatives that maintain accuracy and usability [3]. The 
scientific community has expressed a strong desire for more accessible tools to facilitate broader research and clin-
ical applications [4]. This need is particularly pressing in low-resource settings and for small-scale studies where 
budget constraints limit the use of sophisticated equipment [3][5][6]. 

Results from Lobato-Rincón et al. [7] indicated that the pupillary response amplitude was highest and latency short-
est under white and green light for all subjects. Age significantly influenced PLR, with older adults exhibiting 
increased latency for white light and reduced constriction velocity for green light. Additionally, red light produced 
the smallest amplitude responses and most prolonged latencies, suggesting lower sensitivity to this wavelength. 
These findings underscore the age-related variations in PLR and highlight the necessity of incorporating different 
wavelengths in pupillometric studies to enhance understanding of autonomic nervous system integrity and its diag-
nostic potential. Moreover, Privitera et al. [8] emphasized the importance of pupillary response differentials in serv-
ing as a critical prognostic indicator and incorporating them into routine assessments of neurologically injured 
patients. The presence of a differential is associated with worse outcomes, highlighting the need for clinicians to 
monitor both eyes' pupillary response values to predict patient recovery trajectories better. Bonmati-Carrion et al. 
[9] explored the relationship between the human PLR and circadian system status, highlighting the importance of 
lateralization in pupil response. Intrinsically photosensitive retinal ganglion cells (ipRGCs), which contain the phot-
opigment melanopsin, play a crucial role in both the regulation of PLR and the entrainment of circadian rhythms 
through their connections to the olivary pretectal nucleus (OPN) and the suprachiasmatic nuclei (SCN). The study 
demonstrated that a robust circadian system, characterized by high stability and low internal desynchronization, 
correlates with a reduced PLR to blue light (460-490 nm). This correlation suggests that pupillometry can be a 
non-invasive tool to assess circadian system integrity and function, providing valuable insights into the interplay 
between light exposure, pupillary response, and circadian health. Furthermore, Münch et al. [10] investigated how the 
PLR varies with circadian phases and levels of wakefulness. The study highlighted the role of ipRGCs in circadian 
regulation and PLR. Their findings indicated that the pupil's response to blue light, which primarily stimulates 
ipRGCs, showed significant circadian modulation. This modulation was evident through a stronger post-stimulus 
pupil constriction during the night, correlating with higher melatonin levels, and a reduced response closer to wake 
times. In contrast, responses to red light were more influenced by subjective sleepiness rather than circadian 
rhythms.

These findings underscore the importance of considering circadian and wake-dependent factors when evaluating 
PLR, particularly in clinical settings where accurate autonomic and circadian function assessment is critical. The 
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study demonstrates that the PLR, especially in response to blue light, can serve as a valuable non-invasive marker 
for circadian rhythm and overall neurological health.

We developed a low-cost, portable pupilometer using the Raspberry Pi platform in response to this need. This 
device is designed to measure pupillary responses to different light wavelengths and evaluate their relationship 
with circadian rhythms and lateral asymmetry. By leveraging affordable technology and open-source software, our 
pupilometer offers a practical solution for researchers and clinicians who require reliable pupillometric data without 
the financial burden of high-end equipment.

The remainder of this paper is structured as follows: first, we provide a detailed overview of the materials and 
methods used to develop and characterize the pupilometer. Next, we present the results of our validation study, 
including the pupillary response data collected from our test subject. At the same time, we discuss the implications 
of our findings, potential applications of the device, and the limitations of our study. Finally, we conclude with 
suggestions for future research directions and potential improvements to the device.

MATERIALS AND METHODS

Development of the instrument and data acquisition

This low-cost portable pupillometer was based on the Raspberry Pi3 with a NoIR V2 camera with a Sony IMX219PQ 
back-illumination CMOS sensor, operating in the visible (400-700 nm) and near-infrared (800-2500 nm) spectral 
range. The Raspberry Pi 3 and NoIR V2 camera were chosen for this study due to their combination of affordability, 
availability, and technical capabilities. The Raspberry Pi 3, a widely available single-board computer, was selected 
for its ability to handle real-time image acquisition while maintaining a low cost, which is critical for developing 
accessible biomedical instruments. The NoIR V2 camera, compatible with the Raspberry Pi, was chosen for its capac-
ity to capture high-quality images across the visible and near-infrared spectrum, essential for accurately measuring 
pupillary light response, as our previous work reported its sensor noise, linearity and spatial resolution [11]. These 
components were determined to be the most suitable options that meet the project’s requirements for cost-effec-
tiveness, availability, and functionality. While these components effectively fulfilled the needs of this study, future 
iterations of the device may consider integrating higher-resolution cameras or more powerful processing units to 
enhance performance further. The camera was software controlled from the Python programming language using 
the PiCamara API application programming interface. An external timer electronic circuit was added to provide a 
delayed visual stimulus while recording video (Figure 1A). Since microprocessor-based systems are not inherently 
capable of performing parallel tasks, this circuit was used to add a delay and duration to the stimulus, ensuring that 
the pupillometer was recording before the stimulus was presented, thereby allowing the complete time course of 
the pupillary response to be captured. Images in raw data format were preprocessed (contrast-adjusted and format-
converted) on the Raspberry Pi with Python and then handled in MATLAB R2017b and ImageJ 1.52p for further 
analysis.
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Experimental protocol

The study was conducted with a 24-year-old female participant in good ocular and general health according to her 
routine medical checkup. Measurements were carried out over a period of 20 days, which were chosen according to 
a sample size computation. Two measurement sessions were performed each day, one in the morning (8:00 AM) and 
one in the evening (8:00 PM), to evaluate pupillary responses at different times of the circadian cycle. This 12 hour 
difference between sessions was chosen per the work of Münch et al. [10]. According to Tekin et al. [12], each light 
stimulus lasted 200 milliseconds and was provided at random to prevent biases in the pupillary response; an exam-
ple of pupillary response can be seen in panel B of Figure 1. Ambient lighting conditions were kept constant through-
out the experiment to ensure uniformity of measurements, by turning all artificial light off and shutting the door of 
the room where the experiments were carried out. Two types of light stimuli were used: red light (635 nm) and blue 
light (463 nm), as depicted in Figure 1C. These stimuli were selected because of their differential influence on retinal 
photopigments and their relevance to circadian modulation and because it has been found that both stimuli pro-
duced reliable and repeatable pupillary responses, with no significant difference in repeated measures [13][14]. Each 
measurement session included multiple repetitions for each stimulus type, with 10 repetitions per stimulus in each 
session, resulting in a total of 800 measurements. This allowed averaging and reduced intraindividual variability in 
pupillary responses. Before each measurement session, the participant underwent a 10-minute dark adaptation 
period. During this time, the participant remained in a room with controlled lighting to stabilize the pupillary diam-
eter before exposure to stimuli. Our dynamic pupillometer was used to record pupillary diameter before, during, 
and after the presentation of the light stimuli, as illustrated in Figure 2. Measurements were taken at a rate of 25 
frames per second, allowing rapid changes in pupillary diameter to be captured. 

FIGURE 1.  Experimental setup: (A) Electronic circuit for delayed stimulus; (B) Example of stimulation sequence and typical 
pupillary responses; (C) Corresponding time course of pupillary response to different stimuli wavelengths.
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Image processing and statistical Analysis

Pupil diameter was manually obtained from the image series in ImageJ software v1.52p, with the ellipse selection 
tool as depicted with a dotted red line in Figure1B, and then all subsequent analyses were carried out in MATLAB 
R2017b (Mathworks Inc., Natick, MA). Pupillary response measurements were analyzed to determine minimal 
pupillary contraction amplitude and response latency [9]. Results were compared between morning and afternoon 
sessions to identify possible circadian variations.

The Shapiro-Wilk test was used to assess the normality of our data, as it is the method that has demonstrated the 
greatest statistical power [15][16].  Simultaneously, Q-Q plots were produced to appreciate the distribution of our data 
visually.  For data that do not show a normal distribution, quantile normalization was performed before comparison 
between groups, which involves first ranking the pupillary response time of each sample by magnitude, calculating 
the average value of pupillary response times occupying the same range, and then replacing the values of all 
response times occupying that range with this average value. The next step is to rearrange these response times of 
each sample in their original arrangement [17]. To compare the time and minimum diameter (maximum constriction) 
of the pupillary response between groups, a 3-way analysis of variance (ANOVA) was performed with the factors: 
time of acquisition, wavelength, and eye laterality. Tukey-Kramer-type corrections were then performed for mul-
tiple comparisons [18].

RESULTS AND DISCUSSION

The average pupillary responses are shown in Figure 3; panel A contains the results from the 8:00 AM (morning) 
experiment, and panel B contains the results from the 8:00 PM (evening experiments). The red curve depicts the 
average response to the stimulus at 635 nm and the blue curve shows the average response to the stimulus at 463 

FIGURE 2. Flow chart showing the operation of the pupillometer.
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nm. Standard deviation is denoted by the shading around the average responses. The black dotted line marks stim-
ulus duration and onset. It can be appreciated from the graphs that the 635nm stimulus elicits a reduced and earlier 
response than the 463nm stimulus, regardless of the time of the experiment and lateralization (left or right eye). 
Two features were extracted from these curves: the minimum diameter of the pupillary response and the time at 
which this minimum diameter was achieved, i.e., the response latency. Figures 3C and E show the minimum diam-
eter during the morning and evening experiments. Despite the different times, the minimum diameter is always 
smaller for the 463nm stimulus, i.e., a greater constriction is reached with blue light stimuli. These results are sup-
ported by the work of Kardon et al. [14] where they compared chromatic pupil responses and found that blue light 
stimuli preferentially activate melanopsin-mediated responses, leading to greater pupil constriction than red light 
stimuli, especially at lower intensities. This is significant for understanding the distinct roles of different photore-
ceptors. Figures 3D and F show the response latency during the morning and evening experiments. It can be 
observed that the response latency is always greater for blue light stimuli than for red light stimuli. Furthermore, 
this response latency is greater during the morning experiments for both stimuli, suggesting a circadian effect in the 
pupillary response.

FIGURE 3. Pupillometry results. (A) Pupillary response for the morning experiment (8:00 AM) for the left eye, right eye and 
their average; (B) same as A but for the evening experiment (8:00 PM); (C) Minimum diameter for both wavelengths during 
the morning experiment; (D) Response latency for both wavelengths for the morning experiment; (E) same as C but for the 

evening experiment and (F) same as D, but for the evening experiment.
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Table 1 shows the results from the 3-way ANOVA based on maximum constriction (minimum diameter) data. 
There was no significant difference (F(1, 73) = 1.29, p = 0.2597) in the pupillary response based on the time of the 
experiment (8:00 AM vs. 8:00 PM). There was a highly substantial difference (F(1, 73) = 284.37, p = 6.9e-27) in the 
pupillary response between red (635 nm) and blue (463 nm) light stimuli, with blue eliciting a significantly greater 
constriction than red. Our results indicated a significant difference in the pupillary response between the left and 
right eyes (F(1, 73) = 12.36, p = 0.0008), where the left eye consistently showed greater constriction than the right 
eye. Finally, the effect of color on the pupillary response differs significantly between the left and right eyes (F(1, 
73) = 10.24, p = 0.0020). Table 2 presents the results of a post-hoc Tukey-Kramer test for repeated measures, analyz-
ing the differences in the minimum diameter of the pupillary response between various combinations of Color and 
Side (left or right eye). The pupillary response was generally smaller for blue light than red light in both eyes, with 
significant differences observed. Also, there is a significant lateral difference in the pupillary response to blue light, 
with the right eye showing a larger response (lesser constriction) than the left eye. Finally, no significant lateral dif-
ference is observed in the response to red light between the right and left eyes.

 

Source 
Constrained 

Type III sum of 
squares 

d.f. Mean Square F Prob>F 

Time 58.24 1 58.24 1.29 0.2597 
Color 12837.09 1 12837.09 284.37 6.9e-27 
Side 558.15 1 558.15 12.36 0.0008 

Time*Color 26.66 1 26.66 0.59 0.4447 
Time*Side 85.14 1 85.14 1.89 0.1739 
Color*Side 462.38 1 462.38 10.24 0.0020 

Error 3295.33 73 45.14   
Total 17322.98 79    

 

TABLE 1. Analysis of variance for the minimum diameter data as the dependent variable. Statistical significance is denoted 
with bold figures. 

 

Group A Group B Lower Limit A - B Upper Limit corrected 
Prob. 

Color=Blue,Side=Right' Color=Red,Side=Right' -26.11 -20.53 -14.94 6.23E-14 
Color=Blue,Side=Right' Color=Blue,Side=Left' 4.50 10.09 15.68 5.79E-05 
Color=Blue,Side=Right' Color=Red,Side=Left' -25.64 -20.05 -14.47 1.63E-13 
Color=Red,Side=Right' Color=Blue,Side=Left' 25.03 30.62 36.20 2.19E-22 
Color=Red,Side=Right' Color=Red,Side=Left' -5.11 0.47 6.06 0.9960 
Color=Blue,Side=Left' Color=Red,Side=Left' -35.73 -30.14 -24.56 5.23E-22 

 

TABLE 2. Post-hoc Tukey-Kramer test for repeated measures of minimum diameter. Statistical significance is denoted with 
bold figures.

Table 3 shows the results from the 3-way ANOVA based on response latency data. Contrary to the minimum diam-
eter data, there was a significant difference (F(1, 73) = 12.02, p = 0.001) in the pupillary response latency based on 
the experiment's time (8:00 AM vs. 8:00 PM). Also, a highly significant difference (F(1, 73) = 81.98, p = 1.4e-13) was 
found in the latency of the pupillary response between red (635 nm) and blue (463 nm) light stimuli. Furthermore, 
the main effect of ‘side’ on the pupillary response latency is significant (F(1, 73) = 4.25, p = 0.043), thus indicating 
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a substantial distinction in the pupillary response latency between the left and right eyes. Finally, the interaction 
between ‘color’ and ‘side’ is significant (F(1, 73) = 4.25, p = 0.043), suggesting that the difference in latency due to 
color varies between the left and right eyes. Table 4 explores the interaction between the side and color variables 
through a post-hoc Tukey-Kramer test to correct for multiple pairwise comparisons. The analysis revealed that the 
response latency is generally shorter for red light than blue light, with significant differences observed in both eyes. 
Moreover, a notable lateral difference exists in the response latency for both colors, with the right eye exhibiting a 
shorter latency than the left eye. Furthermore, a significant difference in response latency is observed between red 
and blue light in the left eye. Münch et al. [10] found that the post-stimulus pupil response to blue light, indicative of 
intrinsic melanopsin activity, shows a circadian pattern, peaking after nocturnal melatonin secretion. This aligns 
with our findings that blue light elicits greater pupil constriction and that the response latency is longer in the morn-
ing, suggesting a circadian influence. Münch et al. [10] also reported that red light responses correlate more with 
subjective sleepiness than the circadian phase, which might explain our observation of lesser and earlier constric-
tion with red light stimuli, independent of the experiment time. Our study adds to this by highlighting lateral differ-
ences in pupillary responses, with the left eye showing more significant constriction and longer latency, particularly 
to blue light. In general, lateralization is not examined explicitly in pupillometry. However, some individual differ-
ences in neural responsivity (including locus coeruleus-norepinephrine activity) suggest that lateral differences in 
autonomic responses could be an area for further research [19].

Overall, these results highlight the importance of considering both the stimulus's color and the eye being measured 
when analyzing pupillary responses. The findings align with current scientific literature, such as studies by Herbst 
et al. [13], Kawasaki et al. [14], and Rukmini et al. [20], which also emphasize the differential effects of blue and red light 
on pupillary response and the potential circadian influences on these responses.

 

Source 
Constrained 

Type III sum of 
squares 

d.f. Mean Square F Prob>F 

Time 0.78 1 0.78 12.02 0.001 
Color 5.31 1 5.31 81.98 1.4e-13 
Side 0.28 1 0.28 4.25 0.043 

Time*Color 0.09 1 0.09 1.40 0.240 
Time*Side 0.00 1 0.00 0.00 0.988 
Color*Side 0.28 1 0.28 4.25 0.043 

Error 4.73 73 0.06   
Total 11.46 79    

 

TABLE 3. Analysis of variance for the response latency data as the dependent variable. Statistical significance is denoted with 
bold figures.

A comparison of commercially available pupillometers used in scientific studies and the prototype here developed 
is included in Table 5 [21][22][23]. The authors acknowledge that this comparison accounts solely for the material costs 
of the prototype and excludes additional expenses common to commercial devices, such as labor, scaling, and other 
overheads.
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Group A Group B Lower Limit A - B Upper Limit corrected 
Prob. 

'Color=Blue,Side=Right' 'Color=Red,Side=Right' 0.05 0.26 0.48 8.25E-03 
'Color=Blue,Side=Right' 'Color=Blue,Side=Left' 0.37 0.58 0.79 2.22E-09 
'Color=Blue,Side=Right' 'Color=Red,Side=Left' 0.50 0.71 0.92 2.05E-12 
'Color=Red,Side=Right' 'Color=Blue,Side=Left' 0.11 0.32 0.53 1.00E-03 
'Color=Red,Side=Right' 'Color=Red,Side=Left' 0.24 0.45 0.66 2.43E-06 
'Color=Blue,Side=Left' 'Color=Red,Side=Left' -0.08 0.13 0.34 3.77E-01 

 

TABLE 4. Post-hoc Tukey-Kramer test for repeated measures of response latency. Statistical significance is denoted with bold 
figures.

 

Feature NeurOptics NPi-300 NeuroLight Algiscan This work 
Type Handheld, Infrared 

Pupillometer 
Handheld, Infrared Pupillometer Portable, Infrared 

Pupillometer 
Spatial resolution ±0.03 mm ±0.1 mm ±0.33mm 

Measurement Time 2 seconds for single 
measurement 

1 second for single measurement Single frame: 40ms, needs 
at least 2 seconds to 

record pupil constriction 
Data Storage Internal storage, data 

can be exported 
Internal storage, data can be 

exported 
Internal storage, data can 

be manually exported 
Weight 344g, portable Lightweight, portable 150g, portable 
Price Approximately $3,350 

USD 
Approximately $3,015 USD Approximately $85 USD 

 

TABLE 5. Post-hoc Tukey-Kramer test for repeated measures of response latency. Statistical significance is denoted with bold 
figures.

CONCLUSION

This study successfully demonstrated the development and characterization of a low-cost, portable pupilometer 
based on the Raspberry Pi platform. This device can effectively measure pupillary responses to different light wave-
lengths and evaluate their relationship with circadian rhythms and lateral asymmetry. However, our study has 
several limitations. Firstly, the sample size was limited to a single participant, which may not comprehensively 
represent the population. Additionally, the study did not account for potential inter-individual variability in pupil-
lary responses, which could influence the generalizability of the findings.

Future research should include a more extensive and more diverse sample to validate the results and enhance the 
robustness of the conclusions. It would also be beneficial to investigate the impact of different environmental fac-
tors, such as light exposure history and sleep patterns, on pupillary responses. Furthermore, integrating additional 
sensors to monitor physiological parameters like heart rate and skin conductance could provide a more holistic 
understanding of the autonomic nervous system's role in pupillary dynamics.

Potential improvements to the device could involve enhancing the camera resolution and sensitivity to capture 
more precise measurements and incorporating real-time data processing capabilities to facilitate immediate analy-
sis. Expanding the device's functionality to include various light intensities and durations could offer more compre-
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hensive insights into the mechanisms underlying pupillary light reflexes. These advancements would significantly 
contribute to the utility of the pupilometer in clinical diagnostics and therapeutic monitoring, particularly for circa-
dian rhythm disorders and phototherapy applications..
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ABSTRACT 
Today, visualization of 3D medical images is an essential tool for medical education. Web-based 3D tools for the 
teaching-learning process have turned out to be an efficient alternative to conventional systems. In this work, we aim 
the modeling process and 3D web-based interactive visualization of the human brain using 3D web technologies and 
an improvement of the Methodology for the Development of Virtual Reality Educational Environments (MEDEERV, 
for its acronym in Spanish).  20 undergraduate medicine, dentistry, gerontology, and computer science students 
performed a brain model usability test (9 women; 11 men, mean age = 22.1 years, SD = 0.70). To this end, we used a 
post-test questionnaire with Likert scale answers whose alpha of Cronbach was 0.93. 
The proof of concept of the brain model that we have developed in this work provides evidence of the viability of the 
system to be used as a web tool for basic neuroanatomy learning. The main contribution of this work focuses on the 
implementation of MEDEERV to model the 3D human brain, plus the usability testing for reengineering feedback. 
This approach to modeling, visualizing, and evaluating could be used in other areas of human anatomical teaching. 
Although the experimental results show a good user experience, functionality and usability, it is necessary to generate 
a new version and carry out a study with a larger and more specific population with knowledge of brain anatomy. 

KEYWORDS: 3D human brain, Web-based 3D brain, 3D medical imaging, web-based anatomy learning, 3D modeling and 
visualization
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RESUMEN 
Hoy en día, la visualización de imágenes médicas en 3D es una herramienta esencial para la enseñanza de la medicina. 
Las herramientas 3D basadas en web para el proceso de enseñanza-aprendizaje han resultado ser una alternativa 
eficaz a los sistemas convencionales. En este trabajo, nos centramos en el proceso de modelado y visualización 
interactiva en 3D del cerebro humano basado en la web utilizando tecnologías 3D y una mejora de la Metodología 
para el Desarrollo de Entornos Educativos de Realidad Virtual (MEDEERV).  20 estudiantes universitarios de 
medicina, odontología, gerontología y ciencias computacionales realizaron una prueba de usabilidad del modelo 
cerebral (9 mujeres; 11 hombres, edad media = 22,1 años, DE = 0,70). Para ello, utilizamos un cuestionario pos-test 
con respuestas en escala Likert y cuyo alfa de Cronbach fue de 0,93. 
La prueba de concepto del modelo cerebral que hemos desarrollado en este trabajo aporta evidencias de la viabilidad 
del sistema para ser utilizado como herramienta web para el aprendizaje de neuroanatomía básica. La principal 
contribución de este trabajo se centra en la implementación de MEDEERV para modelar el cerebro humano en 
3D, además de las pruebas de usabilidad para la retroalimentación de la reingeniería.  Este enfoque para modelar, 
visualizar y evaluar otras áreas anatómicas humanas. Aunque los resultados experimentales muestran una buena 
experiencia de usuario, funcionalidad y usabilidad, es necesario generar una nueva versión y realizar un estudio con 
una población más amplia y específica con conocimientos de anatomía cerebral.

PALABRAS CLAVE: cerebro humano 3D, cerebro humano basado en la web, imagenología médica 3D, aprendizaje de 
anatomía basado en la web, modelado y visualización 3D
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INTRODUCTION

In recent years, technological advances have prompted a change in anatomy education from the traditional way of 
the last century. Due to the increase in the number of students in medical schools and changes in the anatomy cur-
riculum, the time devoted to this subject has decreased. This situation has led to a lack of anatomy knowledge 
among new doctors[1]. Anatomy is the basis for clinical examinations, surgery and radiology, so medical and health-
care students must understand the key concepts, structures and their relationships[2].

The human brain is one of the most complex organs in human anatomy, so the subject of neuroanatomy is one of 
the most difficult and can sometimes discourage students[3]. Traditionally, the study of neuroanatomy is based on 
2D images, however, this often does not adequately reflect the complex geometry and spatial arrangement of ana-
tomical structures[4]. On the other hand, neuroanatomical examination using cadaveric dissection or fixed anatom-
ical pieces is another method, and although the experience and realism provided by this option are unquestionable, 
it is an expensive resource with low availability, accessibility, and high costs for laboratory maintenance[5]. In this 
way, using neuroanatomical artificial physical models is another traditional study tool, but often with limited accu-
racy. 

Recently, the advent of 3D technologies has improved the way of learning the structural and functional connectiv-
ity of the brain for neuroscience applications[6].  Nowadays, there are several virtual modeling tools able to repro-
duce realistic and easily explorable objects. Many works in literature confirm the evolution of study techniques from 
traditional resources to digital and 3D[7]. There is evidence that understanding of anatomy can be improved by using 
visual table images, virtual reality (VR) and augmented reality (AR)[8].  However, medical experts are still unaware 
of the many advanced 3D-MI visualization techniques that could enhance their ability to analyze data and help them 
make decisions about specific medical problems[9].

In neuroscience, one of the common challenges is to understand how the brain works and how to study brain dis-
orders. To this end, Virtual Brain (TVB) is a neuroinformatics platform with a brain simulator that incorporates a 
range of neuronal models and dynamics[10]. In this sense,[11] a realistic virtual model of the human brain is proposed, 
which could be used in a neurosurgical simulation for both educational and preoperative planning purposes. To 
address the advantages of visualizing complex 3D anatomies for neuroscience educational and surgical purposes, 
several virtual reality (VR) and augmented reality (AR) solutions have been proposed[6][12][13][14][15][16][17][18].  However, 
although there are notable results with AR and VR systems, they have some limitations to overcome due to prob-
lems caused by VR headsets and motion sickness.

Although there is significant progress in neuroanatomy 3D visualization, the limitation in using commercially 
available 3D models remains their absence of a systematic approach to achieving scientific accuracy. In addition, 
complexity in the creation and interpretation of realistic models is another important element; not only technical 
skills are required, but also artistic creativity and expert mastery of medical knowledge and teaching[19]. On the other 
hand, traditional neuroanatomy curricula offer a limited approach to educating a variety of learning styles. Similarly, 
the fact that visualization technologies exist is not a sufficient consideration to use these resources in teaching, as a 
focused approach to educational intervention is required[8]. In addition to the previous challenges, in this work, 
scalability, reproducibility, and usability assessment issues are addressed[20]. 
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Therefore, in this work, we aim to model and assess a 3D web-based interactive human brain using 3D design tech-
nologies, WebGL and the improved MEEDERV for neuroanatomy teaching purposes. The research question we have 
addressed is: How does the proposed methodology allow the design and evaluation of an interactive 3D web-based 
model for neuroanatomy teaching purposes? The main contribution of this work focuses on the addition of elements 
to MEDEERV, consisting of the integration of the usability testing stage and a feedback loop from that stage to the 
functional design stage with the purpose of re-engineering the model for continuous improvement. Finally, the 
novelty consists of using web-based technology for basic neuroanatomy teaching purposes, as a proof of concept to 
verify that the 3D model can be usefully implemented in teaching.

MATERIALS AND METHODS

The development of software projects depends on several factors such as the type of project, the size, the develop-
ment environment and the available resources. Many software development methodologies (SDMs) have been 
introduced and these are easy to understand and implement[21]; however, in most of the methodologies, the detailed 
explanation for the elements to develop a virtual environment in a playful and interactive way is not provided. 
Although in[22], they present a methodology for designing virtual reality applications, they are based on the SDMs 
approach. For this reason, in this work, we improve the MEEDERV adding the usability testing stage and the feed-
back loop to the functional design stage as a cyclic process.  Figure 1, shows each one of the stages of the improved 
version of the MEDEERV[23]. 

FIGURE 1.  Methodology for the Development of Virtual Reality Educational Environments including usability and feedback. 
Image adapted from “Metodología para el modelado de sistemas de realidad virtual para el aprendizaje en dispositivos 

móviles” by Torres-Samperio et al.[23].
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The methodology consists of seven main stages, the systematic design, the functional design, the virtual world 
modeling, the environmental effects, the implementation, the user-virtual environment, and the usability testing; 
as well as other secondary blocks.  Each of these stages contains a series of phases that must be broken down to cre-
ate an optimal virtual environment. These stages are described below.

Systematic instructional design

Instructional design is the process of creating effective, interactive and engaging learning plans focused on how 
people learn. In this stage, the competencies and skills that the student should develop depending on the learning 
area and the target population are identified. In this case, the expected result that undergraduate health science 
students will have to acquire through interaction with a 3D virtual model of the brain, is learning the basic neuro-
anatomical structures. 

Functional design

In this phase, the requirements and actions that the system will take for its proper functioning are indicated, with 
the aim of making it intuitive and dynamic with a gamified approach.  The aim is that the user can develop skills 
such as spatial visualization, memory and deductive reasoning by manipulating objects within the 3D brain virtual 
environment. To create the virtual scenario, the learning objectives that the students are intended to develop when 
browsing the application must be established. Two objectives that have been proposed with the subordinate skill are 
presented in Table 1.

Design of functional skill 
Learning Objectives Subordinate Skill 

Learn the main structures of the human brain in a detailed 
and free form.  

The user will develop memory to identify the composition of the 
organic groups of the complete brain system.  
The user will be able to identify the position occupied by an 
element within the 3D complex system.   

Reinforce the general information of each element that 
makes up the brain system.  

The user will logically and deductively identify the possible 
structures of the brain.   

TABLE 1. Objectives and design of functional skill.

Virtual world modelling

The process of 3D brain modeling through scripting and artistic design represents the first step of the third phase 
in MEDEERV.  In this process, it is necessary to have a script of the system where the actions that the user can per-
form in it are described step by step. This script identifies the modeling techniques that will be implemented for the 
creation of the brain. Next, the artistic design is established, where the main models of the virtual world will be 
identified. The 3D block of the brain that should be embedded in the web page will be managed from a main menu. 
For example, Figure 2, illustrates an animation perspective of a selected part that is highlighted during the interac-
tion trough the artistic design. 
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The process of creating the 3D models is a time-consuming activity. Table 2, presents the position in which each 
element is located, to prioritize the order in which the elements that are part of the brain will be modeled.  

FIGURE 2.  Artistic design of the brain with highlighted selected part.

Right hemisphere Middle brain 

Left hemisphere Hindbrain 

  

Frontal lobe 

  

Pons 

Parietal lobe  Cerebellum 

Temporal lobe Oblongata Medulla 

Occipital lobe    

Hard body   

Limbic system Diencephalon 

  

Cingulate Gyrus 

  

Thalamus 

Hippocampus Hypothalamus 

Griseum Indusium Pineal Gland 

Septal Nucleus Optic chiasma 

Toothed twist Pituitary gland   

Fornix    

Amygdala   

Mammillary Body    

Basal ganglia  Ventricles 

  

Putamen 

  

Lateral ventricle 

Caudate Nucleus Third Ventricle 

Side Pale Globe Fourth ventricle 

Medium Pale Globe   

TABLE 2. Names of the brain parts in blueprints.
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For the creation of each of the brain elements, reference images that allow copying or tracing the geometric shape 
of the figure to be modeled are necessary. To this end, there are blueprint images, which show orthogonal views of 
different sides of the object and are based on figures presented in neuroanatomy literature (Figure 3). 

FIGURE 3. Labeled areas of the human brain. Image taken from “Human brain anatomy” by Burger [24].

Then, these blueprints are posed in each orthogonal view of the Blender scene, to give a shape from initial single 
primitive (Figure 4).

FIGURE 4. Top view (left) and side view (right) of the brain model in blueprint imported in Blender.

Subsequently, using the box modeling technique to model anything from a simple primitive, we get a model volu-
metrically resembling the cerebral hemispheres as shown in Figure 5.
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FIGURE 5. Perspective view of the final brain model using the box modeling technique.

To obtain a smoothed surface model, the model is modified by subdivision of surfaces. Then, the sculptural mod-
eling technique is used to deform the surface. Figure 6 presents the model obtained up to this stage of the process.

FIGURE 6. Perspective view of the model resulting from the sculpting process with photographic references.

The previous model involves computationally expensive rendering work. Since there are more than twenty parts 
that compose the complete model of the human brain, it cannot be considered to have detailed models, so it is 
required to perform retopology of the most complex parts in the mesh.  The same process is replicated for each organ 
to be modeled, some of them are simpler shapes compared to the level of detail of the cerebral hemispheres, there-
fore, retopology is not necessary. The final result of the retopology process is a less dense mesh as shown in Figure 7.
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FIGURE 7. Perspective view of the lower density mesh using vertex selection.

The materials, colors and textures section, to simulate a more realistic appearance, is based on traditional neuro-
anatomy teaching and achieved by implementing Oren-Nayar shadows and Toon type reflection. These tools are 
applied to each component of the brain displaying the complete organ in greater detail.  Figure 8 and Figure 9 show 
the cerebellum and cerebral hemispheres after having assigned Matcap-type material and colors, respectively.

FIGURE 8. Perspective view of the cerebellum with assigned material and texture. 

Environmental effects

Once the models are finished, we proceed to animate the objects with which users will interact in the virtual world. 
In the same form, the special effects such as particles, fire, among others are included. To complement the stage, 
depending on the purpose the lighting scene is setup. Lighting settings offer a more realistic experience, taking into 
account the angle of the objects with the aim of reducing shadows.  A scene without lighting results in a lack of depth 
and 3D appearance. Figure 9, shows a perspective view of two kinds of lighting, sun and ambient.
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Implementation

In this stage, the goal is to animate the 3D model by creating the physical behaviors to show, hide or highlight the 
model elements, when an organ is selected. The animation process is performed by programming parameters in a 
timeline, using nodes to create a logical tree of decisions. This process is done with the Blend4Web tool, added as a 
plugin in Blender, useful for creating the logical animation of the scene elements and uploading the model to a web 
page. Navigation mechanisms are those tools that will be provided to the user to navigate the virtual world. Twenty-
four buttons have been added to the scene to access navigation to both organ sets and individual organs. Figure 10, 
shows the navigation mechanism of 3D brain web-based model.

FIGURE 9. Perspective view of illuminated model with two suns (left) and perspective view of illuminated model with ambient 
lights (right). 

FIGURE 10. Navigation mechanisms of the 3D brain web-based model. 
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Finally, in this stage, multimedia objects, for better interaction with the virtual world, videos, audios, music or text 
can be implemented. There are multimedia objects with information cards so the user can have greater knowledge 
of the brain, as well as the different organs that make it up.  The implementation of the human brain as a completely 
independent 3D element is a reference as the first step in the process of creating completely 3D-based web pages.

Support

To visualize the 3D brain on the web, the Blender scenario was exported to an HTML file using Blend4Web, which 
allows navigation in different browsers.  The technical requirements to run the model are: latest browser version of 
Google Chrome, Firefox, Safari or Opera; any 64-bit CPU, graphics card compatible with OpenGL 4.3 or higher and a 
minimum of 2 GB RAM.

Usability testing

In this section, we just describe some of the essentials to conduct usability testing. Usability testing is the process 
of learning about users by observing them using a product to accomplish the specific goals of interest. It is crucial to 
focus on the user and not the product, because you know what works for your users[25]. In that sense, in this work 
usability is the extent to which the 3D brain can be used by undergraduate students to achieve specific objectives 
effectively, efficiently and with satisfaction in a neuroanatomy education context.

Among the essential planning steps, after having established the test objectives, it is determined how the product 
will be tested and how the user groups will be established. On the other hand, there has been a debate about how 
many participants are needed in a reliable usability test to identify usability issues[26][27] and[28] consider that a major-
ity or about 80 % (given a 30  probability of detection) of usability issues will be observed with the first five partici-
pants[29]. In fact, a study can be conducted with 5 users and get excellent results as long as the users are all from the 
same subgroup. If there is time and budget to test with 10 participants, two or even three subgroups can be identi-
fied[25]. In[30] a study was conducted with 12 participants to assess the user experience in virtual upper limb rehabil-
itation environments. While in[13]  SONIA: an immersive customizable virtual reality system for the education and 
exploration of brain networks was evaluated by 11 subjects, showing attractive visual design and good educational 
value. Regarding the usability evaluation of Web-Based 3D Medical Image Visualization of the brain, 12 participants 
evaluated the system, the experimental results show the 3D visualization method improves the educational perfor-
mance of students[31][32]. Subsequently, we have organized the 3D brain model test using a navigation test and cre-
ated a post-test questionnaire to get immediate feedback from participants after the virtual trip, whose opinion 
response options were based on the Likert scale[33]. Table 3 shows a real response sample of the post-test usability 
questionnaire provided by an undergraduate medicine participant.
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Post-test usability questionnaire 
 Possible answers 

Question 
Strongly 
disagree 

1 

Disagree 
2 

Neutral 
3 

Agree 
4 

Strongly 
agree 

5 
1. Is the app intuitive?    ✓  
2. Is the application easy to use?    ✓  
3. Does the application give 
freedom of navigation?   ✓   

4. Did the application present any 
errors?    ✓  

5. Does the application meet the 
teaching objective?  ✓    

6. Are the elements of the 
application model easy to 
understand? 

    ✓ 

7. Did you find the content of the 
application structured?    ✓  

8. Is the information displayed in a 
structured and concrete way?    ✓  

9. Did you find the interface 
attractive?    ✓  

10. Did the app help reinforce 
your knowledge?   ✓   

TABLE 3. Real response sample of the post-test usability questionnaire provided by an undergraduate medicine participant.

Experimental setting

Following the guidelines to develop the usability test of our early version, the experimental sample was divided 
into four subgroups of five participants each. The characteristics of each subgroup were defined depending on the 
domain knowledge as it relates to the brain neuroanatomy (medicine, dentistry, and gerontology) and the technical 
skills with 3D computing modelling (computer science). All participants in each stratum were randomly selected 
among undergraduate students of the final semesters. Before performing the usability test, an informed consent 
form will be given to users to read and approve, if applicable. The study was developed according to the ethical 
principles of medical research involving human subjects established in the Declaration of Helsinki.

The technical test consists of using the 3D model brain in the web. The model was run in the browser using WebGL, 
the library that enhances the graphical capabilities of HTML5 web browsers using JavaScript and OpenGL. EWebGL 
is included in the Google Chrome, Firefox, and Safari web browsers and specifically in any updated browser. The 
virtual brain was presented in the Firefox and Google Chrome browsers, since they are the most used by average 
users. The computers where the test was run were Intel Core i5-4590 CPU @ 3.30 GHz, memory (RAM) 4.0 GB.  The 
3D web-based human brain based on the 3D web is shown in Figure 11.



Ma. De Jesus Gutierrez-Sanchez et al. Web-based Interactive 3D Modeling and Visualization of the Human Brain towards Anatomy Education92

FIGURE 11. Web browser view of the human 3D interactive web-based human brain. 

After the test, users will answer the usability post-test questionnaire on the Google Forms platform, through the 
corresponding link and QR code.

RESULTS AND DISCUSSION

The most significant visualization and usability results of the 3D interactive web-based human brain proposed in 
this research are described below. In 2024, a usability study was conducted on the use of a 3D interactive web-based 
human brain for the teaching of basic neuroanatomy. The purpose of the study was to determine whether users 
could easily learn the basis of neuroanatomy using a web-based platform. The web-based 3D interactive human 
brain was tested by 20 participants (9 women; 11 men, mean age = 22.1 years, SD = 0.70). Each participant spent an 
average time of 10 minutes to complete the exploration of all modules and then answered the post-test question-
naire described in the previous section. The questions 5, 6, 8 and 10 were oriented to assess the functionality of 
neuroanatomy learning purpose, while questions 3, 4 and 7 were for operability; and usability was assessed with the 
questions 1, 2 and 9.

Firstly, to estimate the internal consistency reliability of the post-test questionnaire scores, we calculate the alpha 
of Cronbach (α)[34]. Where for this case, α=0.93, so it is considered that the set of items is consistent to applied 
research. Figure 12, shows a bar chart to summarize the answers of the users for the first five questions. 
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The first question about intuition is related to user interaction with the app without information about its use. 65 % 
of users totally agree and 25 % agree that the app is intuitive. Question 2 aims to determine the ease of handling the 
app, for which 70 % completely agree on the ease of handling and 25 % agree. Regarding freedom of navigation in the 
web environment, an equal amount of 25 % of users totally agreed. Although, in terms of execution errors in the web 
environment 15 users commented that there were none, some errors were found during the test that required atten-
tion. One of the most important objectives of this project is the teaching-learning purpose of neuroanatomy. In that 
sense, 75 % of the responses lead to the fact that the 3D model and the visualization of the human brain totally agree 
with this objective. Figure 13, shows the results for questions 6 to 10. 

FIGURE 12. Number of answers to questions 1 to 5 of the acceptance and usability test.  Strongly disagree (Pos 1- blue), 
disagree (Pos 2-orange), neutral (Pos 3-yellow), agree (Pos 4-purple) and strongly agree (Pos 5-green), where position (Pos) 

is sorted from left to right. 

FIGURE 13. Number of answers to questions 6 to 10 of the acceptance and usability test.  Strongly disagree (Pos 1- blue), 
disagree (Pos 2-orange), neutral (Pos 3-yellow), agree (Pos 4-purple) and strongly agree (Pos 5-green), where position (Pos) 

is sorted from left to right. 

Question 6 refers to an easy understanding of the elements of neuroanatomy in the 3D model, for which 70 % of 
the users totally agreed and 25 % agreed. 16 participants positively answered about the organization in a logical and 
coherent way, which is proof that the users had no difficulty identifying the usefulness of each content. Regarding 
measurement, if the learning elements are excessive or too technical, 70 % of the responses focused on the total 
agreement of the concrete nature of the information, which implies that the material is accessible to a wider group 
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FIGURE 14. Number of answers to questions 1 to 5 related to acceptance and usability test by stratum.  Strongly disagree (Pos 
1- blue), disagree (Pos 2-orange), neutral (Pos 3-yellow), agree (Pos 4-purple) and strongly agree (Pos 5-green), where 

position (Pos) is sorted from left to right. 

FIGURE 15. Number of answers to questions 1 to 5 related to the acceptance and usability test by stratum.  Strongly disagree 
(Pos 1- blue), disagree (Pos 2-orange), neutral (Pos 3-yellow), agree (Pos 4-purple) and strongly agree (Pos 5-green), where 

position (Pos) is sorted from left to right. 

of users who are not experts in the subject. 50 % respondents totally agree that the app is attractive with respect to 
colors, text size, and gadgets; and 35 % agree respecting the same aspect. Finally, 17 users answered that the model 
helped reinforce their knowledge, even when there are health sciences and computer users among them. With the 
objective of developing a general usability analysis for each subgroup by testing each of the questions, Figure 14 and 
Figure 15 present the responses to the post-test questionnaire for each subgroup. 
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Questions 1, 2, and 9, are related to the usability of the web-based system. In this sense, students of computer 
science, dentistry, and gerontology, reflected to be in agreement or total agreement in this section, however, stu-
dents of medicine, who are the most knowledgeable ones in neuroanatomy, had the least favorable responses.  With 
respect to the operability of the system (Q3, Q4), the perception is generally the same among groups as in the case 
of usability, while in question 7 referring to the structure of the application content, the 4 subgroups have a similar 
perception tending to be favorable. Finally, regarding the neuroanatomy learning proposal, the computer science, 
gerontology, and dentistry students (Q5, Q6 and Q8) reported equal favorable perception, while medical students 
commented that they disagreed or were neutral with the learning objective, ease of understanding and structure of 
the application content. Regarding whether the app helped to reinforce their knowledge (Q10), gerontology students 
agreed positively, while medical students were 60 % neutral.

On the other hand, to get a general performance over the usability test, the most frequent response was strongly 
agreed with 33 apparitions. The mean of the responses was 4.4 and the standard deviation was 0.83. This implies 
that overall, users responded positively to the evaluation of the brain model. An overview of the results of the 
usability study appears below, with recommended changes for areas where users found disadvantages and difficul-
ties.

Favorable findings

 • The users liked the brain model and the fact that it is available on the web. 
 • They all found the drop-down menus and multimedia objects attractive. 
 • Six users annotated the simplicity and clarity of the 3D models as pleasing
 • Most of the users commented that the neuroanatomy information was easy to find and very informative.

Recommendations

The following is a list of the top user recommendations, some of them were considered to reengineer the early 
version. 

 • Enlarging the catalog, since when selecting the group of diencephalon organs, it only shows general infor 
 mation of the group and the information pertaining to this group is missing (was considered). 

  • Increasing zoom speed.
 •  Reducing camera speed (was considered), and
 •  Improving the artistic design of the background. 

Although we do not use the system usability scale as a measure of usability, there are some works such as the one 
presented in [14], where they have used the SUS score of the user study with a value 79.8 ± 11.6, which means a pos-
itive user-interaction, as presented in this work. While our system in its early version as a proof of concept has 
interesting results and represents a novel contribution to the teaching of neuroanatomy using web-based 3D tech-
nology, it has some limitations. Our small sample may help explain the lack of significant group differences on some 
question perceptions. On the other hand, the study was developed only among students, so it is necessary to get 
teachers and professionals of neuroanatomy to participate. In addition, a long-term comparative study of the find-
ings between traditional neuroanatomy teaching methods and the proposed system is also needed.
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CONCLUSIONS

In this study, we have presented a 3D interactive web-based human brain modeling process and visualization 
approach for neuroanatomy education settings, using 3D web technologies and the improved MEDEERV. This meth-
odology allows creating significant learning and establishing best practices to industry standards for generating a 
more cooperative environment among professionals. The usability capabilities of the web model were evaluated 
using a post-test questionnaire. The early version as a proof-of-concept of the brain model provides preliminary 
evidence that the brain model is user-friendly, has an effective user interaction, and is useful to learn about basic 
neuroanatomy. Then, it is possible to implement the proposed methodology to model and visualize 3D anatomy 
models in a scalable, reproducible, and standardized way.

The 3D web-based brain visualization provides an advantage towards the learning process in neuroanatomy edu-
cation settings, which could be expanded to other areas of health and anatomy. The work represents an advance in 
the integration of interactive 3D technologies in medical education, particularly in the field of neuroanatomy. The 
web implementation facilitates access and use of this tool, which could positively impact the training of future 
health professionals and the understanding of brain anatomy by a broader audience. The advantage of interactive 
visualization of 3D medical objects is focused on improving diagnosis and decision-making in neurological clinical 
environments. This technology can be used to complement traditional cadaver approaches to better understand 
complex anatomy such as the brain.

Finally, in this work, the participants who conducted the usability test were undergraduate students in the final 
semesters of health and computing sciences, as future work we proposed including practicing health professionals 
and medical educators would provide a broader perspective. Likewise. a simultaneous comparative study with tra-
ditional neuroanatomy learning methods is also proposed to determine the success and motivation of medical 
school students in neuroanatomy courses.
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RESUMEN 
El objetivo de esta revisión es destacar los avances en el desarrollo de hidrogeles y el uso de curcumina en el tratamiento 
de heridas crónicas. Las heridas crónicas, como úlceras por presión, vasculares, neuropáticas y neoplásicas, 
representan un significativo problema de salud global, siendo entre el 1-2 % de todas las heridas que existen, y 
tan solo en México el 9.4 % de la población adulta padece de heridas crónicas, exacerbadas por complicaciones 
de la diabetes mellitus. Esta revisión sistemática utilizó la biblioteca virtual OMICsearch y el gestor de búsqueda 
Mendeley, considerando investigaciones que incluyeran alguna de las palabras clave como biopolímeros, curcumina, 
heridas crónicas e hidrogeles., por lo que se descartó cualquiera que no se relacionara con estas y que no estuviera 
comprendida en el periodo de búsqueda entre 2006 y 2024. Se encontró a partir de 50 artículos seleccionados que 
la curcumina, un fitofármaco con propiedades antioxidantes, antiinflamatorias y proangiogénicas, ha demostrado 
ser eficaz en la cicatrización. Por otra parte, los hidrogeles ofrecen ventajas significativas en el tratamiento de 
heridas debido a su capacidad para proporcionar control espaciotemporal en las etapas de curación, regular los 
microambientes de las heridas y liberar moléculas activas de manera controlada. En conclusión, aunque la piel es 
el órgano más extenso del cuerpo y comúnmente afectado por heridas, estas también pueden ocurrir en otras áreas 
debido a cirugías, tumores cancerígenos y úlceras de diversas etiologías. El desarrollo de hidrogeles con curcumina 
no solo se enfoca en heridas cutáneas, sino que también aborda enfermedades inflamatorias, tumores, enfermedades 
hepáticas, asma y osteoartritis, con aplicaciones farmacéuticas y cosméticas. 
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ABSTRACT 
The aim of this review is to highlight advances in the development of hydrogels and the use of curcumin in the 
treatment of chronic wounds. Chronic wounds, such as pressure, vascular, neuropathic and neoplastic ulcers, 
represent a significant global health problem, accounting for 1-2 % of all existing wounds, and in Mexico alone, 
9.4 % of the adult population suffers from chronic wounds, exacerbated by complications of diabetes mellitus. 
This systematic review used the virtual library OMICsearch and the search engine Mendeley, considering research 
that included some of the keywords such as biopolymers, curcumin, chronic wounds and hydrogels, so any that 
were not related to these and that did not fall within the search period between 2006 and 2024 were discarded. 
We found from 50 selected articles that curcumin, a phytopharmaceutical with antioxidant, anti-inflammatory and 
proangiogenic properties, has been shown to be effective in wound healing. Moreover, hydrogels offer significant 
advantages in wound treatment due to their ability to provide spatiotemporal control in the healing stages, regulate 
wound microenvironments and release active molecules in a controlled manner. In conclusion, although the skin 
is the largest organ of the body and commonly affected by wounds, wounds can also occur in other areas due to 
surgery, cancerous tumors and ulcers of various etiologies. The development of curcumin hydrogels not only focuses 
on skin wounds, but also addresses inflammatory diseases, tumors, liver diseases, asthma and osteoarthritis, with 
pharmaceutical and cosmetic applications.

KEYWORDS: biopolymers, curcumin, chronic wounds, hydrogels
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INTRODUCCIÓN
La piel es el órgano más extenso del cuerpo humano, desempeñando un papel crucial en la homeostasis del orga-

nismo. Está compuesta por tres capas fundamentales: epidermis, dermis e hipodermis, que trabajan en constante 
interacción para garantizar su funcionamiento óptimo. La epidermis es la capa más externa, cuya principal función 
es proteger contra patógenos y la pérdida de agua. La dermis es la capa intermedia compuesta por vasos sanguíneos, 
nervios y folículos pilosos. Dicha composición permite brindar termorregulación y percepciones sensoriales al orga-
nismo humano. Finalmente, la hipodermis es la capa más profunda, compuesta principalmente de tejido adiposo y 
tejido conectivo; actuando como aislante térmico y amortiguador. La piel puede verse afectada por diversas lesio-
nes, como heridas, que comprometen su capacidad para realizar sus funciones. Algunas heridas, a pesar de iniciar 
como un proceso agudo, pueden desarrollar un curso clínico impredecible, caracterizado por una curación desorde-
nada y prolongada en el tiempo, lo que las convierte en heridas crónicas[1].

Las heridas presentan diferentes fases de curación como la  fase inflamatoria que se caracteriza por la necrosis y 
que requiere limpieza de la herida, seguida de la fase de proliferación donde se forma nuevo tejido de granulación y 
se sintetiza la matriz extracelular para la nueva piel y finalmente la fase de remodelación donde culmina con el cierre 
completo de la herida y la formación de una cicatriz. En esencia las heridas crónicas parecen estar estancadas en una 
fase inflamatoria ya que su proceso de curación rebasa el plazo de hasta los 6 meses[1][2].  Cabe resaltar que las causas 
más frecuentes de las heridas crónicas son las úlceras por presión, las úlceras vasculares (arteriales y venosas), las 
úlceras neuropáticas (pie diabético) y las úlceras neoplásicas[3]. En general a pesar de representar solo un 1-2 % de 
las lesiones a nivel mundial, las heridas crónicas generan una carga socioeconómica y psicosocial significativa para 
la población y los sistemas de salud. En este contexto, las personas con este tipo de heridas pueden sufrir de baja 
autoestima, aislamiento social, depresión y ansiedad[4].

En México se estima que el 9.4 % de los adultos presentan algún tipo de herida crónica. Por otra parte, la población 
mexicana tiene un alto riesgo de desarrollar este tipo de heridas derivado de las complicaciones de la diabetes melli-
tus. En las estadísticas se reporta que cada año se registran 368,069 casos nuevos de diabetes mellitus, y se identi-
fica como la causa número cuatro de morbilidad entre las enfermedades no trasmisibles[5].  En este sentido los 
biopolímeros apoyados de moléculas con actividades terapéuticas son una alternativa importante para el trata-
miento de heridas. Destacándose a los hidrogeles, como biopolímeros dentro del campo de la regeneración de teji-
dos, ya que cuenta con adecuadas propiedades de biocompatibilidad, promoción de cicatrización y biodegradabili-
dad para el tratamiento de heridas crónicas. Los hidrogeles han servido ampliamente como vehículos de principios 
activos que presentan baja solubilidad o necesitan ser administrados de forma controlada (ejemplo: liberación 
modificada)[6].

Por otro lado, los productos para el tratamiento de heridas crónicas basados en plantas medicinales han demos-
trado ser alternativas a las terapias convencionales, debido a su gran accesibilidad, bajo costo y con escasos efectos 
secundarios significativos[7]. Dentro de los tratamientos con principios activos obtenidos de plantas, destaca la 
curcumina como un activo natural con efectos positivos para la curación del pie diabético, catalogado como una 
herida crónica. La curcumina es la sustancia más abundante en los curcuminoides extraídos de la cúrcuma 
(Curcuma longa L.). A pesar de que diversos estudios han confirmado y evaluando la actividad química, física y 
biológica que tiene la curcumina para la promisión de la cicatrización de las heridas[7], todavía existen algunas 
lagunas respecto a su eficacia, ya que no todos los estudios han obtenido resultados concluyentes y no existe un 
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consenso claro acerca de sus bondades para el tratamiento de heridas. Por estas razones, la presente revisión busca 
denotar los avances actuales acerca del desarrollo de los hidrogeles y el uso de curcumina como una opción en el 
tratamiento de heridas crónicas, siendo un punto de referencia sobre investigaciones relevantes en este tema, ya 
que ofrece un análisis crítico de las investigaciones recientes, proporcionando una guía clara sobre el estado actual 
del conocimiento.

MATERIALES Y MÉTODOS  
La presente investigación de revisión se basó principalmente en el uso de la biblioteca virtual OMICsearch de 

Instituto Nacional de Medicina Genómica (INMEGEN) y se complementó con el gestor de búsqueda Mendeley, los 
cuales brindan herramientas para filtrar por palabras de interés. En esta búsqueda se utilizaron las siguiente pala-
bras clave: biopolímeros, curcumina, heridas crónicas, hidrogeles con la intención de identificar las diferentes 
investigaciones en este contexto acerca de materiales poliméricos utilizados para la síntesis de hidrogeles como 
soporte de curcumina para la regeneración tisular, realizándose la conceptualización de la piel como un órgano 
complejo, heridas crónicas como un problema de salud que requiere diferentes etapas para su recuperación, iden-
tificar polímeros usados en el tratamiento de heridas, asi como reconocer los beneficios terapéuticos de la curcu-
mina en este contexto y finalmente identificar los hidrogeles con o sin curcumina desarrollados a la fecha para este 
fin.  Los artículos seleccionados se filtraron de entre más de 500 artículos que contenían las palabras clave, en dos 
idiomas principalmente español e inglés, se descartaron los que estuvieran fuera del periodo tiempo del 2006 al 
2024, al final fueron considerandos un total de 50 artículos seleccionados.

RESULTADOS Y DISCUSIÓN
Esta revisión permitió comprender la complejidad de las heridas que puede presentar la piel. Se identificaron las 

heridas crónicas como un problema de salud particular, que requiere tratamientos específicos más avanzados y 
disponibles a la población. Los hidrogeles como materiales poliméricos y la curcumina surgen como opciones tera-
péuticas prometedoras para la regeneración tisular. 

Piel

La piel es un órgano complejo, con múltiples funciones fundamentales para mantener la homeostasis de nuestro 
organismo. También se le llama cutis, y forma un órgano protector externo del cuerpo poseedor de una excelente 
flexibilidad. La piel está constituida por dos capas externas: 1) la epidermis que es el tejido más superficial de la 
piel, y actúa como una barrera protectora contra agentes externos nocivos, como toxinas, bacterias y deshidrata-
ción. Este tejido está compuesto por cinco capas de células epiteliales diferenciadas, denominadas queratinocitos, 
que se originan en la capa basal y se desplazan hacia la superficie, donde se descaman; y 2) la dermis que es el 
tejido conectivo que constituye la capa intermedia de la piel, con un grosor, elasticidad y firmeza variables según 
la región corporal. La dermis tiene una función esencial en la defensa del organismo contra las agresiones exter-
nas, como el calor, la radiación ultravioleta, los microorganismos y las sustancias tóxicas[7][8]. Por último, la capa 
más profunda de la piel es la hipodermis, formada por tejido adiposo. La hipodermis tiene varias funciones, entre 
las que se encuentran el almacenamiento de energía, la amortiguación de impactos y el aislamiento térmico del 
organismo[9].

En este sentido la piel es uno de los órganos de mayor interés para la ingeniería de tejidos, si bien ha habido gran-
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des avances en este campo, aún existen desafíos. La ingeniería de tejidos consiste en el empleo de células y bioma-
teriales sintéticos o naturales, capaces de generar una estructura tisular con propiedades funcionales. Esta estruc-
tura tisular se basa en la comunicación e interacción entre las células y la matriz extracelular, que actúa como un 
andamio que provee soporte y señalización al tejido. Los soportes celulares empleados en ingeniería de tejidos 
deben reunir una serie de requisitos, tales como: una porosidad óptima que permita la incorporación y la vascula-
rización del tejido, una biodegradabilidad ajustable al ritmo de regeneración tisular, una compatibilidad con el 
medio biológico, una estabilidad estructural y funcional a lo largo del tiempo, una ausencia de efectos adversos 
sobre el sistema inmune y las células, y una disponibilidad y manipulación sencillas[10].

Heridas crónicas

En términos generales una herida es una lesión que afecta a los tejidos blandos, causada por factores exógenos, 
como un arma blanca, o por factores endógenos, como una fractura ósea. La ruptura de la barrera cutánea expone el 
interior del organismo a la contaminación por microorganismos patógenos, lo que puede provocar una infección [4] y 
por lo tanto complicar el proceso de curación de la herida. Hay que destacar que la recuperación de las heridas es un 
proceso multifactorial y dinámico que implica diferentes procesos: 1) inflamación, 2) proliferación y 3) remodela-
ción del tejido lesionado. Dependiendo del tiempo en que tarde en curarse una herida, pueden ser clasificadas en 
agudas o crónicas[1][2].

Las heridas normalmente tienen un periodo muy corto de curación mientras que las heridas crónicas se definen 
como una lesión cutánea que persiste más de 3 meses o que no progresa adecuadamente en el proceso de reparación 
tisular, sin alcanzar un resultado anatómico o funcional óptimo.  Este término se utiliza frecuentemente en el 
ámbito médico para referirse a un tipo de úlcera que afecta a la piel y los tejidos subyacentes[4]. También se puede 
conceptualizar como una patología de creciente prevalencia a nivel global, vinculada al aumento de enfermedades 
crónicas y metabólicas, como la diabetes, la obesidad y las enfermedades cardiovasculares. Estos factores, junto con 
el envejecimiento y la inmunosupresión, favorecen la aparición de úlceras crónicas, destacando las úlceras del pie 
diabético, que se relacionan con la hiperglucemia, la neuropatía periférica, la enfermedad vascular y la neuroartro-
patía[4]. 

Tratamiento de heridas mediante el uso de biopolímeros

La recuperación en heridas depende de las condiciones de vida del paciente y el tipo de fármaco y el tratamiento 
que se recibe. El tratamiento de heridas a través de biopolímeros busca, entre otras bondades, brindar un meca-
nismo de liberación de sustancias permitiendo dosificaciones modificadas que garanticen su efectividad terapéu-
tica. Los biopolímeros se consideran todos aquellos polímeros que provienen de fuentes naturales, a pesar de que 
pueden ser modificados en el laboratorio para cumplir ciertas características en la aplicación deseada (ejemplo: 
regeneración de tejidos blandos)[11].

Considerando que varios factores retrasan la recuperación de las heridas (infecciones microbianas, desnutrición, 
condiciones fisiológicas subyacentes entre otras), se busca que la mayoría de los biopolímeros que se utilizan como 
apósitos tengan propiedades antimicrobianas, alta biodegradabilidad, biocompatibilidad adecuada, y un buen ren-
dimiento mecánico; lo cual contrasta con lo reportado por Alven S.[12], al mencionar que la mayoría de estos mate-
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riales carecen de estas características. En la Tabla 1 se muestran diversos materiales con activos diferentes a la 
curcumina, que pueden ser aplicados para el tratamiento de heridas. Dentro de las principales funciones de los 
biopolímeros como apósitos destacan la 1) migración epidérmica mejorada la 2) promoción de la síntesis de colágeno 
y angiogénesis y 3) protección contra la contaminación. Motivo por el que biomateriales para apósitos desarrollados 
en el campo de regeneración de tejidos deben ser delgados, pero con una resistencia mecánica adecuada para man-
tener la estructura con alta capacidad de absorber grandes exudados y con facilidad de remoción[2], dentro este 
polímero se puede encontrar la celulosa de la cual hay diversas aplicaciones tanto en el ámbito de ingeniería de 
tejidos como en áreas de desarrollo de membranas de separación de compuestos[13], lo que nos permite asumir que 
es una gran opción en el campo de materiales para la recuperación de heridas.

TABLA 1.   Biopolímeros y su aplicación en tratamientos de heridas y otros padecimientos relacionados. 

Base polimérica Descripción Aplicación Ref. 

Tela de algodón, 
Hidrogeles y 

esponjas 
compuestas 

Apósitos de tela de algodón, 
almohadillas de nanofibras 
biocompuesto cargados con Aloe vera. 

Tratamiento de heridas, por las 
propiedades analgésica, antibacteriana, 
antioxidante, antifúngico, antiviral, 
cicatrizante, antiinflamatorio, 
limpiador, antiséptico del Aloe vera. 

 
[12] 

 

Colágeno y gelatina 
Polímero con estabilidad química y 
térmica, permeable al O2. 
 

Para heridas por quemaduras y úlceras. 
Resistente al ataque bacteriano, así 
como a otros traumatismos mecánicos. 

 
[14] 

Quitosano 

Red de polímero 3D, con fuerte 
absorción de agua, excelente 
compatibilidad, no adhesivo, 
degradable y rentable. 

Heridas agudas a crónicas, exudativas, 
heridas contaminadas, úlceras venosas 
de las piernas, diabetes y quemaduras 
de primer y segundo grado.  

 
[15] 

Alginato 
Material Fibroso, altamente 
absorbente, requiere doble aplicación 
para evitar el secado. 

Adecuados para todo tipo de heridas a 
excepción de heridas secas. 

 
[1] 

 

Ácido hialuronico Posee una rápida degradación, 
presenta buena absorción de agua. 

Tratamiento de quemaduras, heridas 
quirúrgicas epiteliales y crónicas. 
Modula la herida a través de receptores 
HA específicos, inflamación, 
migración celular y angiogénesis. 

 
[16] 

 

Celulosa bacteriana-
curcumina 

Celulosa polimérica de origen 
bacteriana combinada con curcumina.  

Presenta buenos resultados en heridas 
crónicas infectadas [4] 

Heparina 

Matriz extracelular Sulfato de 
heparán/heparina. Con cadenas de 
polisacáridos lineales compuestas de 
ácido pirosulfúrico unido 
repetidamente (1→4) y residuos de 2-
amino-2-desoxiglucopiranosa 
(glucosamina). 

HS/Hp juegan un papel clave en la 
señalización química entre las células a 
través de la unión y regulación de las 
actividades de los factores de 
crecimiento que se unen a la heparina, 
las enzimas proteolíticas y los 
inhibidores de la proteasa leucocitaria 
y procesos de carcinogénesis 

 
 
 

[17] 

Celulosa Red 3D, ayuda a la retención de agua, 
permeable a fluidos. 

Aplicable en úlceras cutáneas, 
favoreciendo la formación del tejido de 
granulación y la restauración de la 
epidermis. 

[18] 

 

La Tabla 1 nos muestra como dentro del grupo de biopolímero encontrados en esta revisión 7 de cada 8 desarrollos 
estan relacionados con aplicaciones en el tratamiento de heridas aprovechando las características de estos materia-
les como el Aloe vera, colágeno, quitosano, alginato, ácido hialuronico, celulosa bacteriana, celulosa para formar 
estructuras compatibles con activos y capaces de ser usados para la regeneración tisular en general pero principal-
mente en daños de tejido por quemaduras, ulceras cutáneas, heridas quirúrgicas, pie diabético, entre otras. La tabla 
muestra que la mayoría de los estudios se centran en biopolímeros para promover la cicatrización. Sin embargo, solo 
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un par de investigaciones exploraron sinergias al incorporar compuestos naturales como el Aloe vera y la curcu-
mina.

Curcumina

En su composición la cúrcuma (Curcuma longa L.) presenta un polifenol denominado curcumina, la cúrcuma es 
una especia dietética de la India que ha mostrado muchos beneficios relacionados con la salud y efectos farma-
cológicos [19], se ha utilizado ampliamente como remedio a base de hierbas y durante siglos en la medicina indígena 
para tratar una variedad de afecciones inflamatorias[18][19][20] y otras enfermedades. Es considerado como un 
nutracéutico con amplio espectro protector contra diferentes enfermedades, por ejemplo, la fibrosis, los trastornos 
neurológicos, las enfermedades hepáticas, la diabetes y el asma[21]. El ingrediente medicinal activo de la cúrcuma 
se ha identificado como curcuminoides, que incluye un componente activo curcumina (diferuloilmetano) - (1,7-bis 
(4-hidroxi-3-metoxifenil) -1,6-hepadieno-3,5-diona) y resulta beneficioso en el tratamiento de diversos trastornos, 
incluidas las enfermedades de la piel.  La curcumina posee propiedades antiinflamatorias, antioxidantes y antipro-
liferativas que están mediadas por la regulación de varias citocinas inflamatorias, factores de crecimiento, proteína 
quinasas, factores de transcripción y otras enzimas[22]. Además, se ha demostrado que la curcumina también 
induce la apoptosis a través de vías mitocondriales y mediadas por receptores, así como a través de la activación de 
cascadas de caspasas[22], que en distintas variedades de cáncer ha demostrado resultados excelentes en su trata-
miento[23] y con respecto a su toxicidad se ha reportado un bajo nivel y bajos efectos adversos durante su uso con 
intenciones farmacológicas[24]. En la Tabla 2 se describen diversas presentaciones farmacéuticas que incluyen en 
su formulación a la curcumina como activo terapéutico principal en el tratamiento de diversos padecimientos, 
demostrando que la curcumina en la actualidad se considera un poderoso aliado en el combate de enfermedades.

Las formulaciones innovadoras de curcumina, como los vasos sanguíneos artificiales en 3D y las nanomicelas de 
dendrímeros, junto con las nanopartículas de β-ciclodextrina-curcumina y las micropartículas de curcumina, 
muestran un enfoque avanzado en mejorar la solubilidad, biodisponibilidad y eficacia terapéutica de la curcumina. 
Estas técnicas permiten una mejor estabilidad y absorción del compuesto, lo que es crucial para su uso efectivo en 
tratamientos oncológicos, antiinflamatorios y otros usos terapéuticos, destacando su potencial en la ingeniería de 
tejidos y en la administración controlada del fármaco. Además, la amplia gama de aplicaciones terapéuticas abarca 
desde el uso tópico en geles y cremas para la cicatrización de heridas y el tratamiento de afecciones dermatológi-
cas, hasta formulaciones orales y parenterales para enfermedades sistémicas, subrayando la versatilidad de la 
curcumina en diversas presentaciones farmacéuticas.

Hidrogeles en el tratamiento de heridas

Los hidrogeles pueden definirse como sistemas coloidales compuestos por uno o varios polímeros hidrófilos 
cuyas cadenas están entrecruzadas por uniones físicas o químicas formando una red tridimensional. Se caracteri-
zan principalmente por su capacidad para captar fluidos acuosos del medio que los rodea hinchándose hasta el 
equilibrio, estos son capaces de ofrecer una estructura mecánica resistente para ingresar moléculas activas que 
favorezcan la cicatrización de heridas[34]. Así mismo, un hidrogel constituye un entrecruzado tridimensional a 
partir de cadenas flexibles de polímeros que absorben cantidades considerables de agua. Los polímeros que for-
man estos materiales son hidrófilos, es decir, tienen afinidad por el agua, pero no se disuelven en ella. Son blandos 
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Presentación Descripción Aplicación Ref. 

Vasos sanguíneos 
artificiales 3D 

Integración de nanopartículas 
estatinas/curcumina. 

En vasos sanguíneos artificiales 
(ABV) utilizando tecnología de 
impresión tridimensional. 

[25] 

Nanomicelas de 
dendrones de fósforo. 

Plataforma de nanomedicina basada en 
dos nanomicelas de dendrones de 
fósforo anfifílico (C11G3) modificados 
con sal de dimetil-fosfonato de sodio 
(TBP) que contienen tiramina 
encapsulados con curcumina (Cur), un 
fármaco antioxidante. 

Terapia combinada antiinflamatoria y 
antioxidante de enfermedades 
inflamatorias. 

[26] 

Nanopartículas de β-
ciclodextrina-

curcumina 

Vehículo de administración de 
fármacos de β-ciclodextrina (β-CD) 
dirigido al receptor de folato para 
mejorar la bio-disponibilidad, la 
bioseguridad y la capacidad de carga de 
fármacos de la curcumina. 

Terapia contra tumores cancerígenos 
a través de la orientación activa y la 
liberación controlable. 

[27] 

Ginsenósido 20(S)-rg3 
y curcumina 

Tratamiento conjunto con ginsenósido 
20(S)-Rg3 y curcumina en células de 
cáncer de mama MDA-MB-231 con y 
sin radioterapia. 

Tratamiento para el cáncer de mama. [28] 

Obleas liofilizadas-
Curcumina 

Fabricadas por reticulación de 
quitosano con beta glicerofosfato bajo 
agitación magnética. Se prepararon 
obleas compuestas mediante la adición 
de hialuronato de sodio. 

Eficaz para la cicatrización de 
heridas, con propiedades anti-
inflamatorias. 

[29] 

Modulador de TGF-β 
(tanto al alza como a la 

baja). 

Diferentes sistemas según la vía, dieta, 
intraperitoneal, oral, intranasal, 
evaluados en pruebas in vitro / in vivo 

Mejorar la fibrosis, los trastornos 
neurológicos, las enfermedades 
hepáticas, la diabetes y el asma. 
Además, de suprimir la proliferación 
de células tumorales e invadir células 
cancerosas. 

[21] 

Crema con curcumina Sistemas de aplicaciones en crema 
cargadas de curcumina. 

Utilizada en tratamientos 
dermatológicos como antiinflamatorio 
efectos saludables en quemaduras, 
heridas, cicatrices quirúrgicas, piel 
dañada por la luz y psoriasis. 

[30] 

Curcumina fitosomal 

El fitosoma, conocido como sistema de 
suministro de fitolípidos, es una 
tecnología patentada para conjugar 
fitoquímicos con fosfolípidos como la 
fosfatidilcolina (PC), con el objetivo de 
producir complejos moleculares 
compatibles con los lípidos que pueden 
mejorar la absorción y la 
biodisponibilidad de la carga 
fitoquímica. 

Tratamiento de diversas 
enfermedades humanas como el 
cáncer, la osteoartritis, la diabetes y 
las enfermedades inflamatorias 

[31] 

Vesículas 
inmovilizadas de 

hialuronato de sodio 
cargadas con 
curcumina 

Nanovesículas altamente 
biocompatibles utilizando hialuronato 
de sodio, denominadas hialurosomas 
cargadas con curcumina, en alta 
concentración. 

Administración y rápida deposición 
del fármaco en toda la piel, los 
hialurosomas aparecen como 
nanoportadores prometedores para 
aplicaciones cosméticas y 
farmacéuticas. 

[32] 

Nanopartículas 
encapsuladas en 

curcumina 

Curcumina encapsulada en un vehículo 
de nanopartículas de hidrogel de silano 
(curc-np) para superar su escasa 
solubilidad. 

Representan un nuevo adyuvante 
tópico antimicrobiano y de 
cicatrización de heridas para heridas 
por quemaduras infectadas y otras 
lesiones cutáneas.                                                                                  

[33] 

 

TABLA 2.   Presentaciones farmacéuticas con curcumina como principio activo.

y elásticos, lo que les confiere una buena adaptabilidad. Cuando entran en contacto con el agua, se expanden 
notablemente, incrementando su volumen, pero conservan su forma hasta alcanzar un estado de equilibrio termo-
dinámico[35].
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Diversos estudios sobre hidrogeles han demostrado que son materiales excelentes, viables y ecológicos para el 
campo biomédico debido a su biocompatibilidad y biodegradabilidad, por ejemplo, se reporta que hidrogeles pre-
parados con polisacáridos y nanopartículas magnéticas poseen una amplia contribución en el campo de adminis-
tración de fármacos dirigidos, regeneración de tejidos y terapia de hipertermia[35]. Por ejemplo, Kovacevic B, et al. 
[36] describen hidrogeles que incorporan ácidos biliares que ejercen propiedades antioxidantes, antiinflamatorias e 
inmunosupresoras, y son efectivos para disminuir y mejorar la hipertensión, además que poseen propiedades 
anfóteras únicas, que  permite generar polímeros, hidrogeles y/o polielectrolitos capaces de formar microcápsulas 
o nanocápsulas, que brindan una mayor estabilidad termodinámica, osmótica y estructural, y se encargan de la 
administración controlada a través de la orientación específica del tejido, la liberación dependiente del pH y guiada 
por la temperatura. Pourshahrestani S, et al. [37] en su análisis menciona la relevancia de la hemostasis y los proce-
sos de cicatrización de heridas y que los avances más recientes en los sistemas de hidrogel diseñados a partir de 
polímeros naturales y sintéticos para aplicaciones hemostáticas, aprovechando sus excelentes propiedades mecá-
nicas, biocompatibilidad, biodegradabilidad, efecto antibacteriano y fuertes propiedades de adhesión tisular.

Como se puede apreciar, la versatilidad que poseen los hidrogeles les permiten ser una base polimérica confiable 
para la dosificación de sustancias activas , en la Tabla 3 se registran aplicaciones de hidrogeles cargados de curcu-
mina, dejando en claro que el desarrollo de estos materiales no se limitan al tratamiento de heridas en la piel, sino 
que su aplicación tiene alcances en el tratamiento de heridas de otras regiones del cuerpo y de otros padecimien-
tos, como por ejemplo posterior a cirugías gástricas, enfermedades periodontales,  cáncer, entre otros. 

Cabe destacar que adicionalmente podemos encontrar que la celulosa, por su gran versatilidad en sus propiedades 
fisicoquímicas la coloca como un biopolímero del cual se pueden obtener derivados con amplias características 
favorables para la síntesis de hidrogeles.

CONCLUSIONES
Las heridas crónicas, como el pie diabético, son un problema de salud complejo que va más allá de la piel. Estas 

lesiones pueden involucrar tejidos y tener diversas causas, como trastornos vasculares o enfermedades oncológi-
cas. Debido a la complejidad de las heridas, se necesitan tratamientos novedosos y eficaces. Actualmente, existe 
una gran diversidad de biopolímeros que suelen ser usados en el tratamiento de heridas, aprovechando las carac-
terísticas de materiales como el Aloe vera, colágeno, quitosano, alginato, ácido hialuronico y celulosa bacteriana 
por mencionar algunos. Para finalizar el objetivo de esta revisión era poner en contexto los avances en el desarro-
llo de hidrogeles combinados con curcumina para regeneración de tejidos de la piel, lo que nos lleva considerar que 
debido a sus numerosas actividades biológicas, su bajo nivel de toxicidad y los menores efectos adversos en com-
paración con fármacos, la curcumina se puede considerar como un agente activo seguro para el tratamiento de 
infecciones, inhibidor cancerígeno, entre otras, pero principalmente en el tratamiento de heridas con efecto favo-
rable en la regeneración tisular y no solo de la piel, si no de otras regiones del cuerpo. Así mismo, en la actualidad 
existe un crecimiento en el desarrollo farmacéutico y en el área de biomateriales para el tratamiento de heridas con 
diversos activos, pero en particular ha crecido el uso de hidrogeles que por sus características de biocompatibilidad 
permiten mejorar el proceso de curación, además de representar un medio de liberación controlada de fármacos, 
abriendo la posibilidad que se desarrollen más de estos con polímeros combinados con curcumina específicamente 
para el tratamiento de los diversos tipos de heridas en el cuerpo y no solo de la piel. En particular, se encontró que 
los hidrogeles con curcumina, diseñados para tratar heridas crónicas cutáneas, podrían tener aplicaciones más 
amplias en otras regiones del cuerpo.
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Autor Sistema  Descripción Aplicación 

Zhu et al. 2024 
[38] 

Micropartículas de 
gelatina de pescado 

Micropartículas de hidrogel de gelatina de 
pescado de metacrilato (FGMA) 
(FGMPs@Cur) que encapsulan Cur mediante 
tecnología de electrospray microfluídico. 

Tratamiento integral 
posoperatorio del cáncer 
gástrico. 

Veerapandian et 
al. 2024 [39] 

Hidrogel reticulado 
de levano-quitosano 

Material polimérico de red 3D, hidrogel 
reticulado de levano-quitosano (OLC) 
oxidado cargado con oleorresina de cúrcuma. 

Material de apósito para 
heridas. 

Lan et al. 2023 [40] 

Vesículas 
extracelulares 
derivadas de 
PDLSC cebadas con 
curcumina (Cur-
PDLSC-EV) 

Cultivo celular de células madre del 
ligamento periodontal (PDLSC) pretratadas 
con curcumina mediante ultra-centrifugación. 

Prevención y tratamiento 
de enfermedades 
periodontales. 

Tomić et al. 2023 
[41] 

 Andamios de 
Hidrogel  

Andamios de hidrogel a base Alginato de 
sodio, gelatina, HEMA, GO, curcumina. 

Tratamiento dérmico, 
sistemas de 
administración de 
fármacos, 
antimicrobianos. 

Nawaz et al. 2022 
[42] 

Hidrogel con aceites 
esenciales 

Curcumina 2% p/p en hidrogel que contiene 
aceite de eucalipto, Aloe vera y clavo, 
utilizando carboximetilcelulosa (CMC) como 
agente gelificante. 

Potencial opción efectiva 
contra infecciones de 
herida. 

Bashash et al. 
2022 [43] 

Niosomas de 
curcumina 

Hidrogeles de gelatina bovina y clara de 
huevo, vehículos de encapsulación y posterior 
liberación de niosomas a base de estearato de 
sacarosa cargados con curcumina.  

Sistema de administración 
controlada para la 
curcumina. 

Islam et al. 2022 
[44] 

Celulosa modificada 
con pectina/ mucina 

Incorporación de pectina (Pec) y mucina 
(Muc) en una red de hidrogel de celulosa pura 
preparada en un sistema solvente de 
urea/NaOH y reticulada con epiclorhidrina 
para crear hidrogeles superabsorbentes a base 
de celulosa adicionados con curcumina. 

Sistemas de 
administración controlada 
de fármacos y otras 
aplicaciones biomédicas. 

Heidarifard et al. 
2021 [45] 

Hidrogel Alignato-
nanoemulsión de 
curcumina 

Nanoemulsiones curcumina en aceite de coco 
preparadas por desplazamiento de solventes, 
las nano-emulsiones obtenidas se convirtieron 
en hidrogeles a base de alginato de sodio por 
gelificación iónica. 

Absorción, encapsulación 
y liberación controlada de 
curcumina. 

HaqAsif et al. 
2021 [46] 

Hidrogel a base de 
goma guar 

Hidrogel de goma guar injertada con ácido 
acrílico (GG-g-PAA) usando de iniciador 
redox. persulfato de amonio. Se mejoró la 
estabilidad estructural del copolímero 
injertado utilizando N, N-
metilenbisacrilamida como reticulante con 
carga simultánea de curcumina. 

Administración de 
fármacos anti-
cancerígenos naturales 
(curcumina). 

Bhubhanil et al. 
2021 [47] 

Hidrogel de 
nanopartículas de 
plata- goma 
guar/curcumina 

La curcumina se utiliza como agente de unión 
a la superficie para estabilizar las 
nanopartículas de plata (Cur-AgNP) que 
luego se combinan en hidrogeles de goma 
guar (GG/Cur-AgNP). 

Materiales para vendajes 
de heridas con alta 
capacidad antibacteriana. 

Qi et al. 2020 [48] 
Hidrogel 
termosensible de 
guanidina-quitosano 

El complejo de curcumina/HP-β-CD se 
preparó mediante el método de liofilización 
en una proporción molar de 1:2 de HP-β-CD 
y moléculas de curcumina. 

Antidepresivo de 
curcumina de 
administración nasal. 

 
Abo El-Ela et al. 

2020 [49] 

Hidrogel niosoma 
de curcumina- 
alginato de 
sodio/quitosano 

Hidrogel de niosoma de curcumina sensible 
al pH in situ y nanopartículas de alginato de 
sodio y quitosano cargadas con doxiciclina. 

Tratamiento eficaz de la 
infección por brucelosis. 

 
Momin et al. 

2016 [50] 

Esponja de hidrogel 
biodegradable 

Hidrogel superporoso biodegradable de 
quitosano y alginato incorporado con 
curcumina y miel. 

Cicatrización rápida y 
eficaz de heridas. 

 

TABLA 3.   Aplicaciones de curcumina en hidrogeles para el tratamiento de enfermedades.
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ABSTRACT 
In order to develop a method for detecting precordial electrode exchange, a frequent exchange coordinate (FEC) 
algorithm was implemented, that identified the minimum correlation points necessary to detect a specific electrode 
exchange, and its performance was tested with error estimators (mean square error and percent mean square 
difference). Validation of the algorithm was performed using the k-fold cross-validation technique on the PTB, 
Chapman University and Shaoxing Hospital, PTB XL, and Georgia 12-lead ECG Challenge databases. The results 
indicate averages of Se= 99.16 % and Sp= 99.38 % (MSE), Se= 95.38 % and Sp= 99.47 % (PRD), Se= 98.44 % and Sp= 
99.49 % (Pearson), Se= 98.45 % and Sp= 99.48 % (modified Pearson), Se= 95.39 % and Sp= 99.81 % (Bray Curtis), 
Se= 80.00 % and Sp= 97.84 % (correlation sign). MSE presents a significant improvement in execution time (61.49µs 
N=1000), representing, on average, 44.99 % of the execution time for Pearson correlation. The frequent exchange 
coordinates algorithm was then validated using signal analysis with the mean square error (MSE), representing a 
good alternative to detect electrode exchange in real time, easy to implement, and low computational cost. 

KEYWORDS: 12-lead ECG, correlation, error estimators, electrode exchange
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RESUMEN 
Con objetivo de desarrollar un método de detección de intercambio de electrodos precordiales, se implementó un 
algoritmo de coordenadas de intercambio frecuentes (FEC) que identifica lo mínimos puntos de correlación necesarios 
para detectar un intercambio de electrodos específico y a su vez se probó su desempeño con estimadores de error 
(error cuadrático medio y diferencia cuadrática media porcentual). La validación del algoritmo se hizo mediante 
la técnica k-fold cross-validation en las bases de datos PTB, Chapman University and Shaoxing Hospital, PTB XL y 
Georgia 12-lead ECG Challenge. Los resultados indican promedios de Se= 99,16 % y Sp= 99,38 % (MSE), Se= 95,38 
% y Sp= 99,47 % (PRD), Se= 98,44 % y Sp= 99,49 % (Pearson), Se= 98,45 % y Sp= 99,48 % (Pearson modificado), 
Se= 95,39 % y Sp= 99,81 % (Bray Curtis), Se= 80,00 % y Sp= 97,84 % (correlación signo). MSE presenta una mejora 
significativa en el tiempo de ejecución (61,49µs N=1000), representando en promedio el 44.99 % del tiempo de 
ejecución para correlación de Pearson. Se valida entonces el algoritmo de coordenadas de intercambio frecuente 
con análisis de señales con error cuadrático medio (MSE), representando una buena alternativa para detectar el 
intercambio de electrodos en tiempo real, de fácil implementación y bajo costo computacional.

PALABRAS CLAVE: ECG-12 derivaciones, correlación, estimadores de error, intercambio de electrodos
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INTRODUCTION
The involuntary exchange of electrodes during electrocardiogram (ECG) testing is one of the most frequent techni-

cal errors in primary care health centers[1], producing erroneous diagnoses in up to 24 % of cases[2][3], some of which 
are severe medical conditions, such as acute ST-segment elevation myocardial infarction (STEMI), with an incidence 
of 11 %[3]. These exchanges occur more frequently with real-time biomedical devices, such as those intended for use 
in primary care health centers in remote areas using telemedicine, with reports of reversals in up to 50 % of cases 
caused mainly by medical personnel not specialized in cardiology[2].

Early electrode exchange detection algorithms used alterations in the P- QRS -T wave morphology of the electro-
cardiogram signal[4], signal reconstruction, and correlation[5][6] with low accuracy for specific detections. The follow-
ing methods are based on the use of Machine Learning: Decision Trees[4][7][8][9][10], Artificial Neural Networks[6][11][12], 
Support Vector Machines[7][9][13], and amplitude thresholding[14], techniques of variable accuracy in terms of sensitiv-
ity and specificity, which, although they can reach high values, have the drawback of requiring high processing 
power and a high waiting time[15][16], which complicates their implementation in real-time embedded devices. 
Subsequently, Jekova[17] developed a method based on Pearson correlation coefficients distributed in an ordered 
manner in correlation matrices, achieving Se= 87 % - 97.8 % and Sp = 91 %, an improvement in the accuracy and 
processing of electrode detection algorithms.

The current research team intends to implement a method of automatic detection of electrode exchange in bio-
medical devices in real time, as part of the Think Health project, based on an edge computing model. This project, 
in turn, is part of the Biomedical Engineering at the “Universidad Nacional de San Agustín de Arequipa”[18][19][20][21][22]

[23]. However, the current detection method is computationally expensive[24]. 

Some methods that correlate or quantify the morphological similarity between biological signals are the Bray–
Curtis similarity (mBC) and signed correlation coefficient (SCC), with fewer operations during processing compared 
with the traditional Pearson correlation[25]. The study of [26] represented ECG precordial signals as a displacement of 
precordial V1, so it can be deduced that the precordial signs differ little. With this in mind, it is possible to compare 
this difference using error parameters. These error estimators, such as the mean squared error (MSE) or root mean 
square difference (PRD), have been widely used as performance parameters to determine filter quality[27], validate 
preprocessing techniques[28], and evaluators of ECG signal acquisition[29]; however, they may have potential in this 
detection algorithm.

This paper proposes a new precordial electrode exchange detection method based on error estimators (MSE and 
PRD) and improves the algorithm based on correlation coefficients using signal correlation methods with lower 
computational complexity (Bray Curtis, Pearson Correlation, Modified Pearson Correlation, and Signed Correlation). 
This research determines the most suitable electrode exchange detection algorithm for implementation in embed-
ded biomedical systems, such as the Think Health project.

Databases

The databases used in this article are PTB (Physikalisch Technische Bundesanstalt)[30][31], with 549 conventional 
12-lead and 3-lead Frank records from 290 subjects; the extended version of PTB: PTB XL, with 21837 clinical ECG 
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records belonging to 18885 patients[32]; Georgia 12-Lead ECG Challenge Database (G12EC) from Emory University, 
Atlanta,[33] with 10344 records representing a demographic group from the southeastern United States; and the 
database created by Chapman University and Shaoxing People's Hospital (CUSPH),[34] with records from 10646 
patients; whose main characteristics are summarized in Table 1.

FIGURE 1.  Correlation coefficient matrix. Blue squares: Coefficients of maximum value (1) in signals correlated with 
themselves (am,m). Light blue squares: The coefficients are ordered in descending order. Gray boxes: Comparison of adjacent 

correlation coefficients.

TABLE 1. Databases used.

Dataset Records Duration Leads Sampling  

PTB 549 32–120 s I, II, II, aVR, aVL, aVF, V1–V6 1000 Hz 

PTB-XL 21837 10s I, II, II, aVR, aVL, aVF, V1–V6 500 Hz 

G12EC 10344 10s I, II, II, aVR, aVL, aVF, V1–V6 500 Hz 

CUSPH 10 646  10s I, II, II, aVR, aVL, aVF, V1–V6 500 Hz 

 

These databases were chosen because they are the only databases with 12-lead digital signals. The pathological 
signals present in some recordings make them ideal for testing detection algorithms, whereas databases such as PTB 
and PTB-XL have unmodified signals with different types of noise and artifacts and a realistic distribution of data 
quality in clinical practice and in the face of changes in environmental conditions or various imperfections in the 
input data[32].

MATERIALS AND METHODS
Precordial electrode exchange detection

The precordial electrode detection algorithm is based on the correlation between nearby precordial leads with a 
more significant similarity between the signals of adjacent electrodes[17]. The coefficients in a correlation matrix give 
the maximum correlation (with value 1) on the diagonal for a signal with itself and a descending numerical sequence 
of the other correlation coefficients, as shown in Figure 1. 
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This article proposes new matrix based on the calculation of error coefficients by measuring the difference 
between adjacent leads. This may allow the creation of a matrix of error coefficients with characteristics opposite 
to those of the correlation matrix presented in Figure 1, having on the diagonal the comparison of a signal with 
itself, with difference 0, and an ascending numerical sequence as the other precordial leads are compared, as shown 
in Figure 2.

FIGURE 2.  Matrix based on error estimators. Blue boxes: Coefficients of minimum value (0), error of signal with itself. Light 
blue boxes: Coefficients ordered in ascending order. Gray boxes: Comparison of adjacent correlation coefficients.

FIGURE 3.  Matrix for comparing correlation coefficients or error estimators.

To find the minimum number of coefficients needed to detect a specific electrode exchange, Frequent Exchange 
Coordinates (FECs) were established. These FECs can detect specific electrode exchanges without using the full cor-
relation matrix or error matrix, thus minimizing the number of correlation or error estimation coefficients used 
during testing. 

The FECs are determined through the change in the comparisons of a standard correlation matrix or error matrix 
and can be represented in a 6x5 matrix, as shown in Figure 3; this matrix is obtained from the comparisons between 
the coefficients in Figures 1 and 2. In Figure 3, r(XY) represents the comparison (higher or lower) of the correlation 
or error coefficients between V(X, Y) and V(X, Y+1). The coordinates found are presented in the results with a value 
of 1 if there is a reverse of the comparison between the pairs of coefficients and 0 if there is no change in contrast in 
most cases.
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Electrode exchange detection algorithm

Based on the behavior of the precordial signals described above, the algorithm summarized in Figure 4.

The algorithm begins by preprocessing the signal in its input records using a 1Hz - 30Hz FIR filter. The FIR filter 
designed in MATLAB uses the syntax b = fir1(n,[Wn1 Wn2]). This method uses a least squares approximation to 
calculate the filter coefficients and then smooths the signal using a window. This filter creates a row vector b con-
taining the Hamming window filter coefficients of order n. Then, vector [Wn1 Wn2] contains two elements contain-
ing the pass-band edge frequencies, which, in turn, respond to the Nyquist frequency, half the sampling frequency.  

The choice of the 1-30 Hz band was based on the work done by Jekova[17], who obtained good performance when 
preprocessing the signal for precordial signal correlation algorithms. In addition, preliminary tests showed that the 
noise in the signals and artifacts present in the evaluated databases evaluated were attenuated with this range of 
filters. 

Likewise, another future objective of this work is to implement this algorithm in embedded systems for which the 
finite impulse digital filter (FIR) is an ideal candidate in this type of systems, presenting implementation advantages 
over other types of digital filters, such as the IIR infinite impulse response filter for real-time ECG signal processing 
applications, as described by Bui and Byun[35].

For the evaluation of this specific algorithm, 2 s of the 10 available samples in each record were taken for the 
PTB-XL, G12EC, and CUSPH databases, which have a sampling frequency of 500 Hz, and only 1 s in the PTB data-
base with a sampling frequency of 1000 Hz, with the objective of having an equal number of samples to evaluate in 
each record; likewise, the full wave signal around the R peak was considered for this analysis. In the future, the 
application of this algorithm in an embedded system could take action at the time of starting to use the 12-lead ECG 
or continuously, remembering that this will only be an emergency system in case of a possible error in the place-
ment of electrodes, and the filters applied here will not influence the signal recorded for diagnosis by health per-
sonnel.

FIGURE 4.  Summary of the Electrode Exchange Detection Algorithm.
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Then, the verification of the frequent exchange coordinates (FECs) was performed in 2 approaches: correlation 
coefficients and error parameters, to determine the type of comparison with the best results.

In this test, the effectiveness of using the difference between the precordial lead signals was determined using error 
parameters, such as the mean square error (MSE) presented in equation 1 and, the percent root mean square error 
(PRD), presented, in equation 2:

Mean Squared Error (MSE)

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑁𝑁 ∑(𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖)2

𝑁𝑁

𝑖𝑖=1
  (1)

Percent Root Mean Square Difference (PRD)

𝑃𝑃𝑃𝑃𝑃𝑃 = √
∑ (𝑥𝑥[𝑖𝑖] − 𝑦𝑦[𝑖𝑖])

2𝑁𝑁
𝑖𝑖=1

∑ (𝑥𝑥[𝑖𝑖])
2𝑁𝑁

𝑖𝑖=1
𝑥𝑥100 (2)

(3)

These methods are compared to the conventional Pearson correlation presented in equation 3:

To improve the signal correlation method in terms of computational cost, a modified Pearson correlation method, 
(Equation 4) was used. Gembris et al. reported that this formula reduces the redundancy produced by pairwise cor-
relations[36]. At the same time, the performance of other signal similarity assessment methods will be tested, such as 
the Bray–Curtis similarity coefficient (Equation 5) and the signed correlation coefficient (Equation 6) mentioned by 
Lian, Muessig, and Lang, because of their low computational requirements and sensitivity to amplitude differ-
ence[25]:

Modified Pearson Correlation

𝜌𝜌 =
∑ (𝑥𝑥𝑖𝑖 − 𝑥𝑥) − (𝑦𝑦𝑖𝑖 − 𝑦𝑦)𝑁𝑁

𝑖𝑖=1

√∑ (𝑥𝑥𝑖𝑖 − 𝑥𝑥)2𝑁𝑁
𝑖𝑖=1 √∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦)2𝑁𝑁

𝑖𝑖=1

  

𝑚𝑚𝜌𝜌 = 𝑇𝑇 ∑ (𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖) −𝑇𝑇
𝑖𝑖=1 ∑ 𝑥𝑥𝑖𝑖

𝑇𝑇
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𝑇𝑇
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   (4)

Bray-Curtis similarity coefficient (mBC)

𝑚𝑚𝑚𝑚𝑚𝑚 = 1 −
∑ |𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖|𝑁𝑁

𝑖𝑖=1
∑ |𝑥𝑥𝑖𝑖| + |𝑦𝑦𝑖𝑖|𝑁𝑁

𝑖𝑖=1
  (5)
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Correlation coefficient with sign (SCC)

𝑆𝑆𝑆𝑆𝑆𝑆 =
∑ 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥𝑖𝑖)𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦𝑖𝑖)𝑁𝑁
𝑖𝑖=1

𝑁𝑁  (6)

To further reduce the computational complexity and based on the symmetric property of the Pearson Correlation 
coefficient (corr(x,y) = corr(y,x)[36], reducing the number of coefficients from N^2=36 elements to N(N-1)/2=15, 
which corresponds to the upper triangle above the main diagonal part of the correlation matrix (Figure 5).

FIGURE 5. Simplification of the coefficients in the correlation matrix.

The above-mentioned calculations for verifying frequent exchange coordinates were performed by simulating 
electrode exchanges in a training group. Finally, these FECs were tested in test groups (The determination of the 
training and test groups will be mentioned later).

Electrode exchange simulations

Simulations of precordial electrode exchange were performed to determine the frequent exchange points and to 
verify the sensitivity and specificity of the algorithm for detecting these simulated changes.

The simulation was performed by changing the data matrices of each lead in Matlab R2020a program. The elec-
trode exchange simulation was performed assuming that the database records had no previous electrode exchanges. 

Exchanges can be classified into hops; when the exchange is between 2 adjacent electrodes, it is a one-hop 
exchange; if the distance between the exchanged electrodes is two, it is a two-hop exchange, and for a distance of 
3, it is a 3 hop exchange. In these cases, 12 simulated exchange shapes were obtained.

The precordial electrode exchange simulation results are presented in Table 2.

 

Hop Simulated 
swap Hop Simulated swap Hop Simulated 

swap 

1 hop 

V1-V2 

2 hop 

V1-V3 

3 hop 

V1-V4 

V2-V3 V2-V4 
V2-V5 

V3-V4 V3-V5 

V4-V5 
V4-V6 V3-V6 

V5-V6 
 

TABLE 2. Simulated exchanges in precordial electrodes.
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Validation of the proposed method in databases

The validation of the algorithms using each error and correlation method was performed using the block diagram 
presented in Figure 6.

FIGURE 6. Validation of algorithms in databases.

Validation was performed using the k-fold cross-validation technique (Figure 7); the records of each database were 
randomly separated into eight groups of an equal number of data. In the first cycle, group 1 took the role of the test 
set, and the rest of the training set. Specific exchange points for 1, 2, and 3 hop electrode exchanges will be deter-
mined throughout training and tested in the test group. In the next cycle, group 2 is the test set, and the other 
records are the training set. The k-fold cross-validation method assumes that the test set iterates with the 8 groups 
created.

FIGURE 7. k-fold cross validation(k=8) in PTB-XL database.

As mentioned above, to validate the method with K fold cross validation, 8 groups are separated from the total 
number of records in each database and placed in the Records column of Table 3, this table in turn presents the size 
of each group and the dynamic training and test sets. As can be seen, the number of records was less than the total 
number of records in the database because the total group size evaluated was required to be a multiple of k = 8.
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This process is performed iteratively to obtain the mean values of Sensitivity (Equation 7) and Specificity (Equation 
8) for each database. These performance metrics were obtained from the confusion matrix shown in Figure 8.

Dataset Records k Group size Training set Test set 

PTB 549 8 68 476 68 

PTB-XL 21832 8 2729 19103 2729 

G12EC 10344 8 1293 9051 1293 

CUSPH 10640 8 1330 9310 1330 

PTB 549 8 68 476 68 

 

TABLE 3. Group sizes for k-fold cross validation.

FIGURE 8. Confusion Matrix.
Where:

• TP is the number of positive exchanges correctly classified as positive by the model.

• TN is the number of negative exchanges correctly classified as negative by the model.

• FN is the number of positive exchanges incorrectly classified as negative.

• FP is the number of negative exchanges incorrectly classified as positive. 

𝑆𝑆𝑒𝑒(%) = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 ∗ 100  

   𝑆𝑆𝑆𝑆(%) = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 ∗ 100  

(7)

(8)

where TP = true positive, TN = true negative, FN = false negative, and FP = false positive.
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The FECs obtained during training in a more extensive database (PTB XL) were used to ensure that coordinates 
were valid in any database. Finally, these FECs from the more extensive database were tested on the other data-
bases.

Determination of processing time

Additional tests were performed to determine processing time for each method (Table 4). The cputime function 
available in matlab was used in sets of N samples taken at random in each database (N=250, N=500, N=1000, N= 
2000, N=3000, N=4000, N=5000). This function determines the time required by the central processing unit (CPU) 
to process program instructions. All formative and direct experiments were performed using Matlab R2020a soft-
ware on a PC with a Windows 10 operating system, 2.4-GHz Intel Core i5 processor, and 4.096-GHz RAM. 

Method Abbreviation 

Mean squared error  TMSE 

PRD TPRD 

Conventional Pearson Tρ 

Modified Pearson Tmρ 

Bray Curtis TmBC 

Signed correlation TSCC 
 

TABLE 4. Execution times to find.

RESULTS AND DISCUSSION
Sensitivities and specificity of the algorithm

The methodology described above was used to obtain the average sensitivity and specificity of each database. The 
Frequent Exchange Coordinates algorithm was tested using correlation (p, mp, mBC, SCC) and error parameters 
(MSE and PRD). The average Se and Sp values are listed in Table 5. As can be seen, on average, the correlation meth-
ods were slightly more accurate in diagnosing electrode exchanges, with the Pearson and modified Pearson correla-
tions being more accurate.

Database PTB PTB XL G12EC CUSPH Mean 

Method Se (%) Sp (%) Se (%) Sp (%) Se (%) Sp (%) Se (%) Sp (%) Se (%) Sp (%) 

MSE 96.29 % 97.52 % 99.96 % 98.26 % 98.23 % 99.93 % 99.96 % 98.91 % 98.61 % 98.66 % 

PRD 96.26 % 97.57 % 99.95 % 98.96 % 94.62 % 99.74 % 93.89 % 99.62 % 96.18 % 98.97 % 

p 99.52 % 99.60 % 98.99 % 99.01 % 98.93 % 98.41 % 99.29 % 98.89 % 99.18 % 98.98 % 

mp 99.52 % 96.72 % 99.00 % 98.96 % 98.93 % 98.37 % 99.29 % 98.88 % 99.19 % 98.23 % 

mBC 93.13 % 95.94 % 97.93 % 99.99 % 97.00 % 97.49 % 98.67 % 99.98 % 96.68 % 98.35 % 

SCC 75.09 % 96.76 % 90.99 % 94.81 % 92.25 % 96.29 % 97.28 % 96.81 % 88.90 % 96.17 % 
 

TABLE 5. Average Se and Sp values of the algorithm with own FECs.
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Table 6 shows the Frequent Exchange Coordinates (FEC) obtained from the training database of the more exten-
sive database (PTB-XL). This table displays the highest percentage of exchange in the coordinates of the FEC col-
umns (with exchange) and the percentage of exchange in coordinates that usually remain unchanged in the FEC 
(without exchange). For example, in the simulated exchange between V1 and V2, the coordinates r31 and r41 
change in 99.23 % and 99.89 % of cases, respectively. For the same simulation, V1 and V2, the coordinates r42 and 
r53 were unchanged in 99.82 % and 99.94 % of the cases, respectively. Using the proposed algorithm, these FECs 
(r31 r41 r42 r53) can be coded as 1 if there is an exchange and 0 if there is no exchange. The proposed coding scheme 
is presented in Table 6. 

Swap FEC (With exchange) FEC (Without exchange) 

N Leads Coord. % Coord. % Coord. % Coord. % Coord. % 

1 V1-V2 r31 99.23 r41 99.89 - - r42 99.82 r53 99.94 

2 V2-V3 r42 99.7 r52 99.47 - - r41 99.94 r53 99.98 

3 V3-V4 r53 99.78 r63 99.41 - - r52 99.97 r64 99.96 

4 V4-V5 r34 99.43 r64 99.63 - - r35 99.99 r23 99.99 

5 V5-V6 r35 98.12 r45 97.7 - - r34 99.98 - - 

6 V1-V3 r41 99.73 r42 98.89 - - r53 99.98 - - 

7 V2-V4 r63 99.46 r52 99.63 - - r14 99.99 r51 99.98 

8 V3-V5 r64 99.41 r63 99.34 r35 98.57 r12 99.99 - - 

9 V4-V6 r34 99.43 r35 99.43 - - r23 99.99 - - 

10 V1-V4 r51 99.92 r12 99.73 r53 99.73 r31 99.99 - - 

11 V2-V5 r23 99.74 r62 99.82 r64 99.64 r15 99.99 r52 99.99 

12 V3-V6 r25 99.6 r64 99.44 r23 98.94 r12 99.99 r63 99.99 
 

TABLE 6. Average Se and Sp in the PTB-XL database.

 

N Swap FEC Code 

1 V1-V2 r31 r41 r42 r53 1100 

2 V2-V3 r41 r42 r52 r53 110 

3 V3-V4 r52 r53 r63 r64 110 

4 V4-V5 r23 r34 r35 r64 101 

5 V5-V6 r34 r35 r45 11 

6 V1-V3 r41 r42 r53 110 

7 V2-V4 r14 r51 r52 r63 11 

8 V3-V5 r12 r35 r63 r64 111 

9 V4-V6 r23 r34 r35 11 

10 V1-V4 r12 r51 r53 r64 1110 

11 V2-V5 r15 r23 r52 r62 r64 1011 

12 V3-V6 r12 r23 r25 r63 r64 1101 
 

TABLE 7. Frequent Exchange Coordinates codes for each hop.

As can be seen, it is only necessary to verify the code of the FEC specific to detect electrode exchange. That is, 
obtaining correlation or error coefficients to find the FECs and determine whether an exchange occurred at those 
points significantly minimizes computational cost. The frequent exchange coordinates listed in Table 7 were tested 
in the PTB, G12EC, and CUSPH databases.
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The Sensitivities and Specificities of each exchange were then averaged and presented in Table 8.

TABLE 8. Average Se and Sp values in the test databases.

Set Training set Test set 1 Test set 2 Test set 3 
Mean 

Database PTB XL PTB G12EC CUSPH 

Method Se(%) Sp(%) Se(%) Sp(%) Se(%) Sp(%) Se(%) Sp(%) Se(%) Sp(%) 

MSE 99.96 % 98.26 % 97.22 % 99.69 % 99.67 % 99.87 % 99.77 % 99.68 % 99.16 % 99.38 % 

PRD 99.95 % 98.96 % 93.23 % 99.61 % 94.45 % 99.45 % 93.89 % 99.86 % 95.38 % 99.47 % 

p 98.99 % 99.01 % 99.11 % 99.66 % 97.96 % 99.56 % 97.68 % 99.74 % 98.44 % 99.49 % 

mp 99.01 % 98.96 % 99.11 % 99.66 % 97.95 % 99.56 % 97.74 % 99.74 % 98.45 % 99.48 % 

mBC 97.93 % 99.99 % 92.05 % 99.45 % 97.12 % 99.94 % 94.45 % 99.86 % 95.39 % 99.81 % 

SCC 90.99 % 94.81 % 60.69 % 98.78 % 83.36 % 98.76 % 84.96 % 99.01 % 80.00 % 97.84 % 
 

Sensitivity is excellent, with values above 95 % and specificity greater than 99 %. However, the correlation by SCC 
is somewhat lower.

Determination of algorithm processing time

Table 9 presents the average processing time of the frequent exchange coordinate algorithm for each method (MSE, 
PRD, p, mp, mp, mBC, SCC) on a set of N samples (N=250, N=500, N=1000, N=2000, N=3000, N=4000, N=5000) 
taken at random in each database. The processing time was determined using the CPU time function (cputime).

The MSE and SCC methods had the shortest processing times in all databases, with an average of 61.49us (MSE) 
and 68.51us (SCC) for N = 1000. In contrast, the Pearson and modified Pearson correlation methods had average 
processing times of 231.10 and 141.39 US for K = 1000. Comparing the MSE processing method with the Pearson 
evaluation method for all values of N, the average processing time with the MSE method represented 44.99 % of the 
processing time with the Pearson evaluation.

Discussion

The detection of electrode exchange using the error estimators presented an average accuracy of Se= 99.16 % and 
Sp=99.38 % for the MSE, compared to the correlation methods whose maximum was Se= 98.45 % and Sp=99.48 % 
= for mρ. This accuracy is comparable to the previous correlation method [17], with Se=. 93.8%-99.8% and Sp = 98.9 
%, as well as methods based on Machine Learning: Decision Trees [4][8][9][10]: Se = 17.9 % - 99.3 % Sp= 86.6 % - 100 %, 
Neural Networks [6][11][12]: Se = 44.5 % - 99.9 % Sp= 99 %, SVM [9][13]: Se = 56.5 % - 93.7 % Sp = 86.6 % - 99.9 % and 
Amplitude Thresholds [14]: Se = 20 % - 90 % and Sp = 99.8 %.

Average processing times of 61.49µs for MSE (N=1000) and 89.78µs for PRD were obtained, thus achieving a reduc-
tion of up to 73.39 % compared with the conventional Pearson correlation method with 231.10µs [17]. These results 
allow us to deduce that this detection method can also be applied to the analysis of peripheral electrodes. Although 
the shortest processing times correspond to SCC and MSE, SCC is not highly accurate and is not recommended for 
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use in this algorithm. On the other hand, MSE has a shorter processing time and adequate accuracy, with SE = 99.16 
% and SP = 99.38 %, making it ideal for use in the Frequent Exchange Coordinate algorithm.

Database N TMSE(us) TPRD(us) Tp(us) Tmp(us) TmBC(us) TSCC(us) 

PT
B

 

250 0.12 0.14 0.24 0.22 0.25 56.76 

500 66.44 85.74 145.95 160.53 79.67 65.56 

1000 77.08 106.84 177.22 250.47 107.03 84.06 

2000 108.11 167.86 264.23 436.56 169.69 122.7 

3000 161.65 241.82 331.53 653.49 250.25 171.18 

4000 191.82 305.48 401.93 838.4 316.09 212.12 

5000 226.93 371.71 480.14 1062.56 381.75 249.56 

G
12

E
C

 

250 0.04 0.06 0.1 0.33 0.06 38.76 

500 42.13 60.18 99.63 134.3 58.36 47.2 

1000 48.66 72.59 115.38 217.33 70.91 54.75 

2000 55.92 86.58 129.84 398.19 85.71 63.31 

3000 70.27 114.22 164.34 601.81 114.1 81.53 

4000 86.24 143.24 197.9 783.24 143.41 99.52 

5000 106.93 185.64 236.25 992.74 185.66 122.43 

C
U

SP
H

 

250 0.02 0.03 0.05 0.1 0.03 64.3 

500 45.16 62.54 101.91 139.75 63.01 49.61 

1000 58.73 89.92 131.59 225.5 88.66 66.73 

2000 88.77 145 200.39 400.96 147.04 103.26 

3000 139.08 233.47 280.31 656.81 245.93 153.69 

4000 175.75 297.91 355.53 852.62 314.32 194.85 

5000 221.48 379.4 444.28 1058.54 396 245.16 
 

TABLE 9. Processing time for each method and test database.

The use of coefficient reduction for pairwise comparisons performed by Gembris et al. [36] is validated and recom-
mended, finding that only N(N-1)/2=15 correlation or error coefficients need to be obtained compared to the 36 
coefficients described in the work of Jekova [17] to detect electrode inversions effectively. However, it method is not 
applicable when using the PRD error estimator because it excludes symmetric coefficients. In turn, the developed 
algorithms are effective for both standard and pathological or noisy signals; this is demonstrated when used in 
databases with these characteristics, such as G12EC, which has high accuracy values ranging from 94.45% to 99.67 
% using the error estimators.

CONCLUSIONS
This article presents a novel method for automatically detecting precordial electrode exchange by replacing cor-

relation coefficients with error estimators. This strategy significantly improves the algorithm execution time and 
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dramatically reduces the amount of data processing, thereby reducing the computational cost while achieving test 
accuracy comparable to correlation-based algorithms. The experimental results demonstrated that the most effi-
cient method in terms of execution time, memory, and accuracy was the MSE method, with an average processing 
time of 61.49µs for the MSE (N=1000), which is a reduction of 56. 51% compared to the conventional Pearson cor-
relation method; in terms of accuracy, this method obtained Se= 99. 16% and Sp=99.38 comparable to high compu-
tational cost methods such as those based on Machine Learning previously mentioned and with results superior to 
correlation methods [17] with Se=. 93.8%-99.8% and Sp= 98.9%.

Algorithms based on correlation and error estimators, such as Bray–Curtis, modified Pearson, MSE, and PRD, are 
accurate methods for electrode exchange detection with high sensitivity and specificity. Among these, MSE has the 
shortest processing time, making it ideal for use in the Frequent Exchange Coordinates (FEC) algorithm. In turn, 
FEC coordinates increase the specificity of the algorithm, which is an advantage for algorithms intended for use in 
embedded systems because it reduces the percentage of false alarms. In other words, the use of the MSE-based FEC 
algorithm is an accurate and easy method to implement in any embedded system because it, is only necessary to 
find the coefficients of the codes presented in Table 7. However, it should be considered that it is possible that some 
diseases may alter electrical signals and therefore the correlation or difference between these signals. However, 
although this topic is beyond the scope of this research, it can be further explored in future work.

For all these reasons, MSE was determined to be the most suitable method for implementation in the Think Health 
Project biomedical kit.
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