
ISSN 2395-9126http://www.rmib.mx

REVISTA MEXICANA DE

Ingeniería
Biomédica

 | Volumen 41 | Número 3 | SEPTIEMBRE-DICIEMBRE 2020

ib
Nueva modalidad 
Les recordamos que seguimos publicando 
bajo el esquema de publicación continua.



Sociedad Mexicana de Ingeniería Biomédica
La Mesa Directiva de la Sociedad Mexicana de Ingeniería Biomédica hace 

una extensa invitación a las personas interesadas en participar, colaborar 
y pertenecer como Socio Activo de la SOMIB. La SOMIB reúne a profesio-
nistas que se desarrollan en áreas de Ingeniería Biomédica, principalmente 
ingenieros biomédicos, así como otros profesionistas afines con el desarro-
llo de tecnología para la salud.

Para ser socio
› Realiza el pago de derechos, 

de acuerdo a la categoría que 
te corresponde.

› Ingresa a www.somib.org.mx/
membresia y elige el tipo de 
membresía por el cual reali-
zaste el pago de derechos.

› Completa el formulario 
correspondiente y envíalo.

› Se emitirá carta de acepta-
ción y número de socio por 
parte de la mesa directiva 
(aprobada la solicitud).

› Para mayor información sobre 
beneficios, ingresar a: www.
somib.org.mx o comunícate al 
correo socios@somib.org.mx.

ib
AUTORES

Los trabajos a publicar en la RMIB, deben ser originales, inéditos y de 
excelencia. Los costos de publicación para autores son los siguientes:

NO SOCIOS:  $4,060.00 PESOS MXN (INCLUYE I.V.A.)

SOCIOS: $1,276.00 PESOS MXN (INCLUYE I.V.A.)

PUBLICIDAD
A las empresas e instituciones interesadas en publicitar su marca
o productos en la RMIB, los costos por número son los siguientes:

MEDIA PLANA:  $4,999.00 PESOS MXN (INCLUYE I.V.A.)

UNA PLANA:              $6,799.00 PESOS MXN (INCLUYE I.V.A.)

CONTRAPORTADA: $7,799.00 PESOS MXN (INCLUYE I.V.A.)

FORROS INTERIORES: $7,799.00 PESOS MXN (INCLUYE I.V.A.)

DESCUENTO DEL 20% AL CONTRATAR PUBLICIDAD EN DOS O MÁS NÚMEROS.

La inserción de la
publicidad será publicada 
en el libro electrónico y en 

el área de patrocinios en
el sitio Web de la revista 
(RMIB), disponible en:

http://rmib.mx

Datos bancarios
› Beneficiario:  Sociedad 

Mexicana de Ingeniería 
Biomédica A. C.

› Banco:  Scotiabank
› Referencia: 1000000333
› Cuenta: 11006665861
› CLABE Interbancaria: 

044770110066658614

Membresía Estudiante
$850.00 PESOS MXN

15% de descuento para grupos de 5 o más personas.

Membresía Profesional
$1,450.00 PESOS MXN

15% de descuento para grupos de 5 o más personas.

Membresía Empresarial
$20,000.00 PESOS MXN

 La suscripción empresarial requiere invitación.

Membresía Institucional
$11,600.00 PESOS MXN 

No aplica descuento.

EL PAGO CUBRE UN AÑO DE CUOTA. EN CASO DE REQUERIR FACTURA
FAVOR DE SOLICITARLA, ADJUNTANDO COMPROBANTE DE PAGO Y ESPECIFICANDO CONCEPTO,

AL CORREO ELECTRÓNICO: facturación@somib.org.mx



ib
Fundador

Dr. Carlos García Moreira

COMITÉ EDITORIAL

Editor en Jefe
Dr. César A. González Díaz

INSTITUTO POLITÉCNICO NACIONAL-MÉXICO

Editores Asociados Nacionales Editores Asociados Internacionales

Dr. Leonel Sebastián Malacrida Rodríguez
UNIVERSIDAD DE LA REPÚBLICA, URUGUAY

Dra. Elisa Scalco
INSTITUTE OF BIOMEDICAL TECHNOLOGY

ITALIAN NATIONAL RESEARCH COUNCIL, MILAN, ITALY

Dra. Natali Olaya Mira
FINSTITUTO TECNOLÓGICO METROPOLITANO

ITM, MEDELLÍN, COLOMBIA

Dr. Alfonso E. Bencomo
TEXAS TECH UNIVERSITY

HEALTH SCIENCES CENTER, EL PASO, US

Dra. Dora-Luz Flores
UNIVERSIDAD AUTÓNOMA DE BAJA CALIFORNIA

Dr. Aldo Rodrigo Mejía Rodríguez
FACULTAD DE CIENCIAS

UNIVERSIDAD AUTÓNOMA DE SAN LUIS POTOSÍ

Dra. Citlalli Jessica Trujillo Romero
DIVISIÓN DE INVESTIGACIÓN EN INGENIERÍA MÉDICA

INSTITUTO NACIONAL DE REHABILITACIÓN-LUIS GUILLERMO IBARRA IBARRA

Dr. Christian Chapa González
INSTITUTO DE INGENIERÍA Y TECNOLOGÍA

UNIVERSIDAD AUTÓNOMA DE CIUDAD JUÁREZ

Dr. Rafael Eliecer González Landaeta
UNIVERSIDAD AUTÓNOMA DE CIUDAD JUÁREZ

Se autoriza la reproducción parcial o total de cualquier artículo a condición de hacer referencia bibliográ!ca a la
Revista Mexicana de Ingeniería Biomédica y enviar una copia a la redacción de la misma.

Índices
La Revista Mexicana de Ingeniería Biomédica aparece en los siguientes índices cientí!cos:

Sistema de Clasi!cación de Revistas Cientí!cas y Tecnologías del CONACYT - Q4, SCOPUS, SciELO, EBSCO,
Medigraphic Literatura Biomédica, Sociedad Iberoamericana de Información Cientí!ca - SIIC.

www.rmib.mx
ISSN 2395-9126

Sociedad Mexicana de Ingeniería Biomédica
Periferico Sur #5374, Col. Olímpica, Alc. Coyoacán, C. P. 04710, Ciudad de México, CDMX, México (555) 574-4505

Editor Técnico y en Internet
Enrique Ban Sánchez

Asitente Editorial
Carla Ivonne Guerrero Robles



MESA DIRECTIVA

Ing. Herberth Bravo Hernández
PRESIDENTE

Ing. Eduardo Méndez Palos
VICEPRESIDENTE

Ing. Janetthe Mariana Tarín León
SECRETARIA

Mtro. Jaime Arturo Quirarte Tejeda
TESORERO

Dr. César A. González Díaz
EDITOR DE RMIB

REVISTA MEXICANA DE INGENIERÍA BIOMÉDICA, Vol. 41, No. 3, Septiembre-Diciembre 2020, es una publicación cuatrimestral editada por 
la Sociedad Mexicana de Ingeniería Biomédica A.C., Periferico Sur #5374, Col. Olímpica, Alc. Coyoacán, C. P. 04710, (555) 574-4505, www.somib.org.
mx, rib.somib@gmail.com. Editor responsable: César Antonio Díaz González. Reserva de derechos de uso exclusivo No. 04-2020-022012474000-
102, ISSN (impreso) 0188-9532, ISSN (electrónico) 2395-9126; los tres otorgados por el Instituto Nacional de Derechos de Autor. Responsable de la 
última actualización de este número: Lic. Enrique Federico Ban Sánchez, Periferico Sur #5374, Col. Olímpica, Alc. Coyoacán, C. P. 04710, (555) 574-
4505, fecha de última modi"cación, 1 de diciembre de 2020.

El contenido de los artículos, así como las fotografías son responsabilidad exclusiva de los autores. Las opiniones expresadas por los autores no nece-
sariamente re#ejan la postura del editor de la publicación.

Queda estrictamente prohibida la reproducción total o parcial de los contenidos e imágenes de la publicación sin previa autorización de la Sociedad 
Mexicana de Ingeniería Biomédica.

Disponible en línea: 
www.rmib.mx

SOMIB
Periferico Sur #5374, Col. Olímpica, Alc. Coyoacán, C. P. 04710, Ciudad de México, CDMX, México (555) 574-4505

www.somib.org.mx

A!liada a:
International Federation of Medical and Biological Engineering (IFMB-IUPSM-ICSU)

Federación de Sociedades Cientí"cas de México, A.C. (FESOCIME)
Consejo Regional de Ingeniería Biomédica para América Latina (CORAL)



REVISTA MEXICANA DE INGENIERÍA BIOMÉDICA | Vol. 41 | No. 3 | SEPTIEMBRE-DICIEMBRE 2020 5

CONTENTS
CONTENIDO

Contents p 5

Research Article p 6 
Modified Oregonator: an Approach from the

 Complex Networks Theory
 Oregonador Modificado: un Enfoque desde
 la Teoría de Redes Complejas

Technical Note p 28
 Set of Simulators of the Electrophysiology 

of the A-Type Potassium Current (IA) in Neurons
 Conjunto de Simuladores de la Electrofisiología 

de la Corriente de Potasio Tipo-A (IA) en Neuronas

Research Article p 40 
Probabilistic Multiple Sclerosis Lesion Detection 
using Superpixelsand Markov Random Fields

 Detección Probabilística de Lesiones de Esclerosis Múltiple 
usando Superpixeles y Campos Aleatorios de Markov

Research Article p 56 
Biped Gait Analysis based on Forward Kinematics 
Modeling using Quaternions Algebra

Research Article p 72 
Electrical Cochlear Response as an Objective 
Measure of Hearing Threshold and Hearing Performance 
Evaluation in Pediatric Cochlear Implant Users

 Respuesta Coclear Eléctrica como Medida Objetiva 
del Umbral Auditivo y la Evaluación del Rendimiento Auditivo 
en Usuarios Pediátricos de Implante Coclear



Vol. 41 | No. 3 | SEPTIEMBRE - DICIEMBRE 2020 | pp 6-27

RESEARCH ARTICLE ib
E-LOCATION ID: 1034dx.doi.org/10.17488/RMIB.41.3.1

Modi!ed Oregonator: an Approach from the Complex Networks Theory

Oregonador Modi!cado: un Enfoque desde la Teoría de Redes Complejas 

Jesús Andrés Arzola Flores, José Fernando Rojas Rodríguez, Esmeralda Vidal Robles
Benemérita Universidad Autónoma de Puebla

ABSTRACT 
Within the framework of Systems Biology, this paper proposes the complex network theory as a fundamental tool 
for determining the most critical dynamic variables in complex biochemical mechanisms. The Belousov-Zhabotins-
ky reaction is proposed as a study model and as a complex bipartite network. By determining the structural property 
authority, the most relevant dynamic variables are speci!ed, and a mathematical model of the Belousov-Zhabotins-
ky reaction is obtained. The bidirectional coupling of the proposed model was made with other models associated 
with biological processes, !nding synchronization phenomena when varying the coupling parameter. The time 
series obtained from the numerical solution of the coupled models were used to construct their images using the 
Gramian Angular Field technique. In the end, a supervised learning tool is proposed for the classi!cation of the type 
of coupling by analyzing the images, obtaining score percentages above 94%. The hereby proposed methodology 
could be extended to the experimental !eld in order to determine anomalies in the coupling and synchronization of 
di"erent physiological oscillators.

KEYWORDS: Systems Biology; BZ Reaction; Complex Networks; Supervised Learning; Gramian Angular Field
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RESUMEN
En el marco de la Biología de sistemas, se propone en el presente trabajo a la teoría de redes complejas como una 
herramienta fundamental para la determinación de las variables dinámicas más importantes en mecanismos bio-
químicos complejos. Se emplea como modelo de estudio la reacción de Belousov-Zhabotinsky y se plantea como 
una red compleja bipartita. Mediante la determinación de la propiedad estructural autoridad, se determinan las 
variables dinámicas con mayor relevancia y se obtiene un modelo matemático de la reacción de Belousov-Zhabo-
tinsky. Se realizó el acoplamiento bidireccional del modelo planteado con otros modelos asociados a procesos bio-
lógicos, encontrándose fenómenos de sincronización al variar el parámetro de acoplamiento. Las series de tiempo 
obtenidas de la solución numérica de los modelos acoplados se emplearon para construir sus respectivas imágenes 
mediante la técnica de campo angular gramiano. Finalmente, se propone una herramienta de aprendizaje supervi-
sado para la clasi!cación del tipo de acoplamiento mediante el análisis de las imágenes, obteniéndose porcentajes 
de exactitud por encima del 94%. La metodología propuesta en el presente trabajo podría extenderse y trasladarse 
al campo experimental con la !nalidad de determinar anomalías en el acoplamiento y sincronización de distintos 
osciladores !siológicos. 

PALABRAS CLAVE: Biología de sistemas; Reacción BZ; Redes Complejas; Aprendizaje supervisado; Campo angular gramiano
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INTRODUCTION
It is possible to study any physiological process 

through an intricate network of biochemical reaction 
mechanisms from the systems biology paradigm [1] [2] [3] 

[4], such mechanisms are responsible for regulating a 
wide variety of processes of utmost importance for 
life, through complex positive and negative feedback 
systems [5] [6]. A prominent example of negative feed-
back is the thyroid hormone regulatory mechanism [7] 

carried out by either thyroid cells or the leptin-insulin 
axis [8], which is strongly related to metabolic pro-
cesses. Discrepancies in these feedback mechanisms 
can lead to multiple pathologies at the systemic level 
[7]. With the development of experimental tools for 
studying such complex systems, the need to under-
stand the underlying dynamics of these regulatory 
mechanisms also arose, so biochemists undertook the 
task of studying the chemistry of these mechanisms to 
determine the kinetic parameters of the reactions par-
ticipating in these processes. Meanwhile, biophysicists 
had to translate these biochemical processes to math-
ematical models using tools based on Dynamical 
Systems Theory (DST) and the discoveries made by 
biochemists [9] [10] [11].

B. Belousov was a Russian biophysicist who pio-
neered in the study of complex regulatory mecha-
nisms present in biochemical processes at an experi-
mental level. In 1950 he was given the task of propos-
ing a reaction mechanism analogous to the Krebs cycle 
to study feedback processes [12] [13] [14]. Belousov con-
ceived a chemical mixture made essentially of citric 
acid, bromate ions, and cerium ions in an acid medium 
under constant agitation [13]. During the reaction, 
Belousov observed that the mixture changed from 
being transparent to a yellow hue and vice versa. The 
phenomenon occurred time after time, being reminis-
cent of the Krebs cycle feedback processes. 
Nevertheless, his work was never officially published 
because reviewers concluded that the process was 
caused by mixture impurities, and that the phenome-

non violated the natural laws of thermodynamics [13] 

[14]. Years later, Prigogine defined the basis of thermo-
dynamics of irreversible processes [12] [13] [14].

Later on, another Russian biophysicist, A. Zhabotisky 
resumed Belousov’s work. He replaced citric acid with 
malonic acid and cerium ions with iron ions to visual-
ize chemical species concentration-oscillations obtain-
ing a solution that shifted from red to blue and vice 
versa [12]. This chemical mechanism was thus named 
the Belousov-Zhabotinsky (BZ) reaction [12] [13] [14]. The 
work of Belousov and Zhabotinsky set the basis for the 
study of oscillatory biochemical processes [14].

In 1972, Field, Köros and Noyes proposed the first 
mathematical model in differential equations that 
described the underlying dynamics of the BZ reaction 
(FKN Model) and laid the groundwork for mathemati-
cal modeling of chemical mechanisms with oscilla-
tory behaviors [15] [16]. This opened a vast field of study 
for the development of mathematical models in the 
area of systems biology [17]. The FKN model is extremely 
robust; however, it considers many chemical species 
as dynamic variables of the system, which makes it 
difficult to handle from an analytical point of view [15] 

[16]. To solve this problem, in 1974, Field and Noyes 
proposed a much simpler mechanism to describe 
reaction dynamics based on the FKN model, also 
known as Oregonator because it was created at the 
University of Oregon. However, said mathematical 
model was constructed from a reaction mechanism 
that consists of only five irreversible chemical reac-
tions and that describes the BZ reaction qualitatively 

[18]. Years later, in 1990, Györgyi, Turányi, and Field 
proposed a detailed mechanism of the BZ reaction, 
that consisted of 80 chemical reactions and 27 chem-
ical species and which is currently the most accepted 
reaction mechanism [19]. The BZ mechanism has two 
subsets, the first consists of a set of inorganic chemical 
reactions while the second one consists of organic 
chemical reactions. Just one year later, in his seminal 
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work A history of chemical oscillations and waves, 
Zhabotinsky presented a mathematical model in differ-
ential equations based on a subset of chemical reac-
tions from the work of Györgyi et al., and mentioned 
that it is possible to explain BZ reaction dynamics with 
said subset [12]. At this point, the following questions 
arise: How reliable and valid is to reduce an extremely 
complex reaction mechanism to a subset of reactions? 
What criteria should be used to make this reduction? 
Could reducing the mechanism eliminate important 
system information? Is it possible to use mathematical 
tools to carry out this reduction properly without los-
ing information? And if this is possible, can these 
mathematical techniques be used to study biochemical 
regulatory mechanisms to identify the most critical 
system variables? 

To answer these questions, it is necessary to under-
stand that DST is not the only mathematical tool used 
to study the complex mechanisms of biochemical reg-
ulation [20]. There are tools such as models of agents 
and cellular automata that have been used to explain 
at least qualitatively the phenomena that emerge from 
different physiological processes [20]. However, the tool 
that has attracted the most attention today is the 
Complex Networks Theory (CNT) based on graph the-
ory [21] [22]. The CNT has been mainly developed by 
physicists, with the pioneering works of Barabasi et 
al., [23]. This theory has allowed us to understand the 
emergence of extremely complex behaviors in systems 
that involve a large number of variables because, 
through statistics, it enables us to study the structural 
properties of the networks to identify the variables or 
entities with greater relevance in the system of inter-
est [24]. Multiple measures of centrality can be used to 
determine the level of importance of a variable in a 
complex network, such as degree, clustering, hub, 
authority, etc., [25]. In Biomedical research, CNT is 
widely used to study many phenomena including dis-
ease propagation, genetic regulation networks, pro-
tein-protein interaction networks, and identification 

of possible therapeutic targets in complex biochemical 
reaction mechanisms [25]. In their excellent work, Costa 
et al. describe the CNT as a vital tool for Systems 
Biology [26]. 

 It is well known that the emergence of chronic 
degenerative diseases (such as insulin resistance, dia-
betes mellitus II, cancer, cardiovascular diseases 
among others) result from the mismatch of a wide 
variety of physiological processes that are in turn reg-
ulated by an intricate network of biochemical reac-
tions, which makes it difficult to study the interaction, 
coupling, and activation that may exist between dif-
ferent physiological processes [27] [28] [29] 30]. The CNT 
could facilitate the study of different biochemical pro-
cesses related to each other taking these processes as 
complex networks where the participating chemical 
species can be considered nodes or vertices, and all 
possible physicochemical interactions between them 
as links or edges. It is possible to identify the chemical 
species with greater relevance by determining net-
work centrality properties, and applying the standard 
chemical kinetics techniques (CK) [31] gives rise to 
mathematical models in differential equations that 
facilitate the study of coupling and synchronization 
phenomena between different physiological processes 
and their possible relationship with various patholo-
gies (see Figure 1).

It is necessary to identify when a group of physiolog-
ical processes is coupled or synchronized, which 
requires tools that permit identifying such phenom-
ena. Thanks to the development of machine learning, 
it is possible to create models capable of learning to 
recognize or identify a series of patterns with high 
precision through the acquisition of experience (data) 
[32]. Machine learning can be divided in supervised and 
unsupervised learning and can be further classified 
into different combinations of these [32] [33]. In general, 
supervised learning consists of providing a series of 
input data with their respective label to a model so 
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that the model is generalized and subsequently allows 
the label to be predicted knowing only the input data 
or characteristics [32] [33]. On the other hand, unsuper-
vised learning consists of providing only the input 
data or characteristics to the model without its label, 
to identify specific patterns of information [32] [33]. Each 
supervised learning model must go through a train-
ing, validation, and testing process to ensure general-
ization [32] [33]. Supervised learning models can be 
divided into two large groups: classification models 
and regression models; in the former, the variable is to 
be predicted as a qualitative or categorical variable. In 
regression models, the variable to be predicted is a 
quantitative variable, either continuous or discrete [32] 

[33]. Hereby, the following question arises: Is it possible 
to use a supervised learning model to predict the cou-
pling or synchronization of biochemical processes 
represented by systems of differential equations?

To answer this question, it is necessary to ask another 
one: How can data be provided to the supervised 
learning model to achieve the prediction of a coupling 
state? The answer is that by modeling biochemical 
processes as systems of differential equations and 
coupling them unidirectionally or bidirectionally, it is 
possible to numerically solve these models, from 
which the change in the concentration of chemical 
species with respect to time is obtained. Therefore, it 
is possible to determine if, for any value of the cou-
pling parameter, these chemical species are synchro-
nized. The degree of synchronization can be deter-
mined by evaluating some nonlinear metric, such as 
the fractal dimension of the time series, evaluation of 
Lyapunov exponents, entropy, the study of the syn-
chronization variety in the phase space of the vari-
ables under study, etc. [35] [36] [37] [38], then it is possible to 
use some of these metrics to determine, through a 
supervised learning model, whether these systems are 
coupled or not. It is also possible to obtain images from 
the numerical solution of the systems of differential 
equations; such is the case of recurrence diagrams [39] 

FIGURE 1. General diagram for obtaining a system of 
differential equations from a biochemical system. It is 
possible to build complex networks from biochemical 

reaction mechanisms and, through the network's structural 
properties, identify the most relevant variables to use

CK standard tools to build a dynamic system that is 
representative of this process. Finally, coupling the 

systems of equations obtained employing a bidirectional or 
unidirectional coupling to study possible synchronization 

effects and their relationship with various pathologies.
The block diagrams of the biochemical processes are only 

schematic representations of Insulin Resistance and 
Diabetes Mellitus II. The colors of the blocks and lines are 
also a graphic representation of the chemical species and 

the possible interactions present in these processes. 
However, they do not describe the actual biochemical 

process. For the construction of the network diagrams, the 
Gephi software was used (https://gephi.org/) [34]. 
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[40] or Gramian angular field images (gaf) [40], which can 
be used with a supervised learning model to deter-
mine if a group of variables, in this case, chemical 
species related to important biochemical processes, 
are coupled or not, and thereafter, to associate a possi-
ble state of synchronization with various pathologies. 
Currently, it is possible to monitor blood concentration 
of a variety of chemical species related to critical met-
abolic processes, which are associated with different 
pathologies [41] [42] [43] [44], making it possible to construct 
time series and use them to build a database of gaf 
images to train, validate and test a supervised learning 
model to identify possible synchronization states and 
their relationship with pathologies; however, clinical 
trials can be expensive and, as a result, conducting 
this type of study is not practical [41] [42] [43] [44]. On the 
other hand, using mathematical models that represent 
the dynamics of these variables and using their numer-
ical solution to obtain their respective gaf images to 
train, validate and test the supervised learning model, 
offers a solution to this problem. The ability of each 
mathematical model to represent a biochemical pro-
cess depends on its degree of complexity, i.e., whether 
the model involves not only metabolic biochemical 
processes but also epigenetic processes [45].

To analyze the possibility of using CNT in biochemi-
cal regulatory mechanisms for identifying the most 
critical variables of the system and building a system 
of differential equations that model it, the BZ reaction 
was used as a study model since it is currently the 
most complex oscillating reaction discovered so far 
and it has been used to study the biochemical feed-
back mechanisms present in the Krebs cycle [12] [13] [14] [15] 

[16] [17] [18] [19]. On the other hand, to emulate the effects of 
coupling and synchronization, the obtained model 
was bidirectionally coupled with other models associ-
ated with oscillatory biochemical processes, and its 
numerical solution was used to obtain the gaf images. 
Finally, a supervised learning tool was used to identify 
the type of models coupled using the gaf images.

MATERIALS AND METHODS
For this study, the general mechanism of the BZ reac-

tion proposed by Györgyi et al. [19] was used. A network 
was built considering two types of nodes or vertices, 
the "chemical species" type nodes, and the "chemical 
reaction" type nodes. The link or edge between species 
and chemical reactions is given by the reaction rate 
constant of each of the reactions, which gives place to 
a "bipartite" network [20] [21] [22] [23] [24] [25]. Once the net-
work was built, the structural property authority was 
evaluated using the algorithm proposed by Kleinberg, 
which was initially proposed to determine the level of 
importance and information flow of websites, to reveal 
the sites with the highest traffic in a virtual hyperlink 
environment [46]. In this work, the structural property 
authority was used to determine the importance of 
each of the chemical species involved in the BZ reac-
tion mechanism. To build a system of nonlinear differ-
ential equations capable of describing the BZ reaction 
mechanism, it was assumed that the most relevant 
variables have the most significant flow of "chemical" 
information. Once the most critical chemical species 
in the reaction mechanism were determined under the 
authority criteria, the mathematical model was con-
structed using standard techniques of CK [31]. When 
the model was obtained, the effects of synchroniza-
tion that could emerge due to its coupling with differ-
ent chemical oscillators were studied to emulate the 
synchronization processes present in different bio-
chemical systems in mammals [47]. To this end, a bidi-
rectional coupling was carried out with three different 
models [48]. The first one was an identical model, the 
second one was the model proposed by Levefer also 
called Brusselator [49] [50], which shows interesting auto-
catalytic processes and, lastly, the model proposed by 
Selkov that describes the oscillatory behaviors present 
in glycolysis [51] [52]. For each case, the coupling param-
eter was varied and the numerical solution of the sys-
tems of coupled differential equations was obtained 
using the standard fourth-order Runge Kutta tech-
nique [53]. Once the time series of the numerical solu-
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tion of the differential equations were obtained, the 
image of the time series of the bidirectionally coupled 
variables was constructed using the gaf technique [54], 
which was described extensively by Wang et al [55]. In 
general, this technique consists in representing a time 
series in a polar coordinate system, each Xi value of the 
time series ( ) is scaled so that all values are in the 
interval [-1,1] or [0,1], subsequently, with the rescaled 
values the angular cosine is obtained (ĳi= arccos (xi), -1 
≤ xi ≤ 1, xi א ) and the coordinate r (r= , ti א Գ), where 
ti corresponds to the time interval between each value 
of the time series and N is a constant factor [55]. Lastly, 
the addition/subtraction between each point is deter-
mined to identify possible temporal correlations 
within different time intervals [55]. It is possible to 
obtain two types of gaf, the sum (gasf= cos (ĳi+ĳj)) and 
the subtraction (gadf= sin (ĳi+ĳj)). These values are 
used to construct the Grammar matrix that is used to 
obtain the image (see Figure 2) [55]. This technique in 
combination with supervised learning tools has been 
used to study time series of electroencephalograms 
[56], electrocardiograms [57], signals obtained from bio-
sensors [58], etc.

FIGURE 2. General diagram for obtaining
the gaf images. The time series are rescaled, later

these are represented in a polar coordinate system
and finally, the gaf images are obtained.

After the gasf and gadf images were obtained, the 
supervised learning model was generated using the 
Orange Data Mining software (https://orange.biolab.
si/) [58] [59], which is a visual toolbox where it is possible 
to build workflows that allow the use of widgets for 
analysis and data processing, supervised and unsu-
pervised learning tools, data visualization and model 
evaluation. It also has extensions for text mining, 
spectroscopy, complex network analysis, time series, 
bioinformatics, and image analysis [59] [60] [61]. The trans-
fer learning technique, which is an artificial intelli-
gence technique that consists of pre-training a model 
with an extensive database and the experience gained 
from said training to apply it to another problem that 
may be completely different, was used to process the 
gaf images [61] [62] [63]. This technique is used in image 
processing as follows: deep convolutional neural net-
works (CNN) are used, which are pre-trained with a 
large number of images of all kinds, later, activations 
of the penultimate layer of the model (CNN codes) are 
used to represent the images with vectors (embed-
ded), i.e., CNN is used as a feature extractor or descrip-
tor, allowing supervised learning models to be used 
and thus obtaining high precision values in image 
classification [61] [62] [63]. In Orange, it is possible to 
embed images using different CNNs, including 
Google's Inception V3 neural network that has been 
pre-trained with the ImageNet database consisting of 
1.2 million images. The neural network has 2048 
nodes in its penultimate layer, so each image rep-
resents it with a vector of dimension 2048 [33] [64] (CNN 
by default in Orange). On the other hand, embedding 
images can also be done with CNN SqueezeNet, which 
is a much simpler network than Inception V3; never-
theless, it achieves a precision close to that of CNN 
AlexNet on the ImageNet database, this CNN rep-
resents each image as a vector of dimension 1000 [65]. It 
is also possible to embed with CNN's VGG16 and 
VGG19 proposed by the Visual Geometry Laboratory of 
the University of Oxford [66], in the same way, pre-
trained with the ImageNet database,  the CNN DeepLoc 
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pre-trained with 21882 images [67] and CNN Painters, a 
pre-trained network with 79433 images [59] [60] [61]. For 
embedding the images, Orange sends them to an 
external server, except for CNN SquezeeNet, which is 
done locally, making embedding faster. In this work, 
the gaf images were embedded using CNN Google 
Inception V3 and SquezeeNet. Subsequently, a super-
vised learning model was trained as a classifier of the 
type of coupled oscillators using the gaf images. A 
logistic regression with Ridge penalty or regulariza-
tion (L2 = 1) was used as a classification method.  Six 
different evaluation techniques were used to train, 
validate and test the classifier: 1) the standard strati-
fied holdout technique (70% training set / 30% test 
set), the training and testing subsets are repeated 10 
times (A), 2) a 3-fold stratified cross-validation ( B), 3) 
a 5-fold stratified cross-validation (C), 4) a 10-fold 
stratified cross-validation (D), 5) a 20-fold stratified 
cross-validation (E) and 6) the leave-one-out cross-val-
idation (F), to identify the best evaluation technique 
and avoid overfitting [33] [68] [69]. The previous procedure 
was repeated implementing a principal component 
analysis (PCA) using a number of components such 
that they explain 95% of the total variance of the 
images (21 principal components for Google Inception 
V3 and nine principal components for SquezeeNet). 
After embedding the images with the CNN, the same 
six evaluation techniques were used to study the 
effect of reducing dimensions and to avoid overfitting 
[33] [68] [69]. For both procedures the classifier confusion 
matrix was obtained to determine the classification 
metrics: Classification Accuracy (CA), Precision (P), 
Recall (R), and F1-score (F1) [33] [70].

RESULTS AND DISCUSSION
Figure 3a is a diagram that represents the complex 

network for the general mechanism of the BZ reaction 
proposed by Györgi et al. The nodes represent each of 
the 27 chemical species and 80 chemical reactions 
participating in the reaction mechanism, and the links 
represent the reaction rate constant magnitude. The 

largest nodes, which are shown in Table 1, represent 
the nodes with the highest numerical value of author-
ity. Figure 3b shows the network authority property 
histogram. Of the 107 nodes, 49 (i.e. 45.79%) have an 
authority value between 0 and 0.1 (none being actu-
ally zero), 40 have an authority value between 0.1 and 
0.2 (37.38%), 9 nodes between 0.2 and 0.3 (8.41%), 3 
nodes between 0.3-0.4 (2.8%), 3 nodes between 0.4 
and 0.5 (2.8%), 2 nodes between 0.5 and 0.6 (1.87%), 
and one between 0.9 and 1 (0.93%). This last one is the 
most important node, considering the authority cen-
trality criterion. In the histogram, it is easy to distin-
guish that there are few nodes with a high authority 
value, making it possible to identify the chemical spe-
cies with greater importance, possibly due to power-
law-like behavior [71]. Power laws are present in a wide 
variety of biological phenomena and are related to 
processes of a universal nature [72].

As expected, the chemical node or species with 
higher authority is the H+ cation because the chemical 
reaction at the experimental level is carried out in the 
presence of sulfuric acid (H2SO4), which is a source of 
H+ and allows the formation of bromous acid (HBrO2), 
an essential variable for the chemical feedback mech-
anism that enables the existence of periodic behaviors 
[12] [13] [14]. Furthermore, we can note that H2O is the sec-
ond chemical species with higher authority since the 
precursor solutions for the chemical reaction use 
deionized water as a solvent [12]. The third most crucial 
chemical species is the carboxy radical (*COOH) inas-
much as the breakdown of malonic acid as a precursor 
agent results in short-lived chemical species [12] [19]. The 
presence of Br* radicals is mainly because during the 
progress of the reaction molecular bromine (Br2) 
occurs due to the bromate anion precursor agent 
(BrO3), said Br2 results in the formation of bromide ions 
(Br-) and subsequently to Br* radicals, which are fun-
damental chemical species for the feedback mecha-
nism [12] [19]. Because the chemical reaction includes 
organic components, specifically malonic acid and its 
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derivatives, it has carboxyl or carbonic acid groups 
that can be decomposed into carbon dioxide (CO2), 
which is seen in the form of gas bubbles during the 
reaction [12] [13] [14].

FIGURE 3. a) The complex network of the chemical 
mechanism of Györgyi et al [19]. The larger nodes 

correspond to those that have greater authority value;
b) Histogram of structural property authority.

It can be observed that most of the nodes have an 
authority value below 0.3 (91.58%), however,

there are few nodes with authority values above 0.3 
(8.42%), which can be considered as the most important 

nodes under the criterion of centrality authority. Gephi 
software was used for the construction of the network 

diagram (https://gephi.org/) [34]. 

Lastly, we can see that the oxidized form of the 
Cerium metal (Ce4+) is also among the ten nodes with 
the highest authority value, this results from said 
chemical species acting as a catalytic agent in the 
chemical reaction and that alongside its reduced form 
(Ce3+), it gives rise to the typical color changes of the BZ 
reaction [12] [18]. With these results, it is possible to 
observe that applying CNT to the BZ reaction mecha-
nism proposed by Györgyi et al. [19] permits identifying 
the chemical species with greater relevance under the 
criterion of authority. Such chemical species appear 
naturally in the mechanism described by Zhabotinsky, 
either in its ionic form or in the form of a precursor 
compound [12], so it is possible to approximate the BZ 
reaction to said subset of reactions. Still, it is essential 
to mention that it is possible to use other centrality 
criteria to identify the nodes with greater relevance [25].

TABLE 1. Authority values.��������
�

�	��� ����	
��
�

��� ��
���� ��	��	�

������ ��	��
�
���� ���	
��
���� �������
���� ����
��
����� �������
������ �����
�
������ �������
����� ���
�
�

�
��������

�
�����������
����������

����

������������ �����������

�� ��� 	�� �� 
� ��� 	�� �� 
�

�� ���
�� ���
�� ���

� ���
�� ����
� ����
� ������ ����
�

�� ������ ������ ����
� ������ ���

� ���
�� ���
�� ���

�

�� ������ ������ ����
� ������ ���

� ���
�� ���
�� ���

�

�� ������ ������ ����
� ������ ����
� ����
� ������ ����
�

	� ������ ������ ����
� ������ ����
� ����
� ������ ����
�

�� ������ ������ ����
� ������ ����
� ����
� ������ ����
�

�
��������

�
�����������
����������

����

������������

�	�������������������������������
�����������

��������������������������������
�� ��� 	�� �� 
� ��� 	�� �� 
�

�� ���
�� ���
�� ���

� ���
�� ����
� ����
� ������ ����
�

�� ������ ������ ����
� ������ ������ ������ ������ ������

�� ������ ������ ����
� ������ ���
�� ���
�� ������ ���
��

�� ������ ������ ����
� ������ ���
�� ���
�� ������ ���
��

	� ������ ������ ����
� ������ ���
�� ���
�� ������ ���
��

�� ������ ������ ����
� ������ ���
�� ���
�� ������ ���
��

�
�
�

 The mechanism proposed by Zhabotisnky uses Iron 
(Fe) as a catalyst instead of Cerium (Ce) [12]. Below is 
the chemical mechanism studied by Zhabotinsky 
replacing Fe with Ce. 

BZ Chemical model [12]

1. H+ +HBrO3 + HBrO2 ļ HBrO2
+ + BrO2 + H2O

2. BrO2 + H+ ļ HBrO2
+

3. Ce3+ + HBrO2+ ļ Ce4+ + HBrO2

4. H+ + 2HBrO2 ļ HOBr + HBrO3 + H+

5. H+ + Br- + HBrO2 ļ 2HOBr
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6. H+ + Br - + HOBr ļ Br2 + H2O
7. H+ + Br - + HBrO3 ļ HBrO2 + HOBr
8. 2Ce4+ + CHBr(COOH)2 ļ 2Ce3+ + CBr(COOH)2 + H+

9. H2O + CBr(COOH)2 ļ H+ + Br - + COH(COOH)2

10. HOBr + CHBr(COOH)2 ļ CBr2(COOH)2 + H2O
11. Br2 + CHBr(COOH)2 ļ CBr2(COOH)2 + H+ + Br -

12. H2O + CHBr(COOH)2 ļ CHOH(COOH)2 + H+ + Br -

To make studying the reaction mechanism easier, it is 
possible to make the following variable change: A= 
[HBrO3-]; B= [Any organic species derived from malo-
nic acid]; P= [HOBr]; X= [HBrO2]; Y=[Br -]; Z= [Ce4+]; C= 
[Ce3+]+[Ce4+]; h0≈H+ [12]; therefore, the chemical mecha-
nism is transformed into:

1. h0 + A + X ļ HBrO2
+ + BrO2 + H2O    

2. BrO2 + h0 ļ HBrO2
+                                

3. C-Z + HBrO2
+ ļ Z + X                             

4. h0 + 2X ļ P + A + h0                                             
5. h0 + Y + X ļ 2P                                     
6. h0 + Y + P ļ Br2 + H2O                        
7. h0 + Y + A ļ X + P                                
8. 2Z + B ļ 2[C-Z] + B + h0                                          
9. H2O + B ļ h0 + Y + B                             
10. P + B ļ B + H2O                                 
11. Br2 + B ļ B+ h0 + Y                               
12. H2O + B ļ B + h0 + Y   

Considering species A, B and P as constants and 
chemical reactions as elementary (the power of vari-
ables X, Y, and Z is directly related to their stoichiomet-
ric coefficients), it is possible to use the standard tech-
niques of CK to construct reaction speed laws [12] [31]:

Equations 1
1. VX= k1h0AX
2. V= k2[BrO2]h0

3. VZ= k3[HBrO2
+][C-Z]

4. VX= k4h0X2

5. VX= k5h0XY

6. VY= h0PY

7. VX= k7h0AY
8. VZ= k8BZ
9. VY= k9B
10. V= k10PB
11. VY= k11[Br2]B
12. VY= K12B

Where the variables X, Y, and Z are the variables that 
generally describe the chemical mechanism of the BZ 
reaction [12]. Using the law of mass action, the following 
system of nonlinear differential equations is obtained. 
It models the change of X, Y, and Z with respect to time 
and as a function of the chemical concentrations of the 
precursors [12]: 

Equations 2
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Where ki are the reaction rate constants and F is a 
stoichiometric factor used as an adjustment parameter 
[12] [13]. It is possible to simplify the model by dividing 
the numerator and denominator of the term           by 
k9, then doing a geometric series development and 
neglecting terms of greater order k8BZ  ≈ k8BZ is 
obtained. Therefore, assuming that the concentration 
of H+ remains constant and that F=  ƒ, then the model 
proposed by Zhabotinsky can be reduced to [14]: 

Equations 3
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The model described above is very similar to that pro-
posed by Field and Noyes [13] [18], except for the term 
k12B, which is related to the rate at which chemical 
species derived from malonic acid, specifically 
CHBr(COOH)2 by its decomposition, it leads to the for-
mation of new Br - ions, which cannot be neglected 
from the mathematical model because they have a 
strong implication in the feedback process of the BZ 
reaction [12] [19] since the excessive production of these 
can lead to complete inhibition of oscillations. Also, 
these ions actively participate in the production of 
HBrO2, which in turn facilitates the process of chang-
ing the oxidation state of the Ce catalyst.

Making the change of variable [13]:
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So, Equations 3 in their dimensionless form are:

Equations 4
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Where

However, as in the model proposed by Field and 
Noyes, the parameter İ
, is very small compared to İ [13] 

[18]; therefore, it is possible to consider that the variable 
ೡ, remains in a stationary state, so the system of 
Equations 4 can be reduced to: 

Equations 5
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We named this model Modified Oregonator (NOM). 
Amemiya et al. [73], and Krug et al. [74], associated the 
term to the sensitivity of the BZ reaction to the pres-
ence of oxygen and its photosensitivity. In contrast, 
we associate this term with the decomposition of the 
derivatives of the malonic acid that give rise to Br- 
reduction. The chemical mechanism proposed by 
Györgyi et al. was used as a starting point [19] identify-
ing the most relevant chemical species through the 
CNT under the authority criterion, which approxi-
mates the reaction mechanism BZ, to the subset of 
reactions proposed by Zhabotisky [12].

To emulate the synchronization processes present in 
different physiological systems, the mathematical 
model obtained in this work was coupled with differ-
ent oscillators, all of them dimensionless. The param-
eters of the models were selected according to the 
stability criteria to ensure the presence of oscillations 
[13] [18]. The coupling was linear bidirectional in all 
cases, and the coupling force is modulated by parame-
ter k. The system of Equations 6 shows two coupled 
NOM oscillators: 

Equations 6





� � �����
 � ����
� � ������ � �����
���

��
�� �

�������
�	����

��	��

� ����
� � ������ � �������


�

� � ������
 �

������
�
����	 � �� � ��

��

�

�





� � ���
 � ��
� � ���� � ���
���

�

�

� �

�
������ � ��
� � ���� � ������
��
�� � ����� � ������

�

�

��
�� �

��
��	�
��
� ��

�
��
��


��
��	���	�
�
 ���
�

��
�� � �� ������

�
������� � ���

���
���� � ������

�����
��� � �����

����
��� � ����

���
��

�

�

� ���� � ��� � �� � ���� �� �
��	���

�

�

� � � ����

�

�

�� ����� � ���� � ��� � ����� � ��� ��
����	��
� ���� � �����


��

� � �� �����

�� ����� � ���� � ��� � ����� � ��� ��
����	��
� ���� � �����


��

� � �� �����

�

�

The system of Equations 7, shows the NOM model 
coupled with the Brusselator model:

Equations 7�
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And lastly, the NOM model was coupled with the 
Selkov glycolysis mathematical model (Equations 8),

Equations 8

In Figure 4a, the numerical solution of the system of 
Equations 6 is shown. A full synchronization can be 
seen between variables u1 and u2, i.e., the oscillation 
rhythms are completely coupled [48] [75]. This type of 
behavior is common in biochemical processes carried 
out by cells that share the same microenvironment 
and can be stimulated either by a chemical or physical 
mechanism [76] [77]. On the other hand, in Figure 4b the 
gasf image of the variable u1 can be seen, while in 
Figure 4c, the gadf image of the variable u2  is shown. 
A characteristic pattern of bidirectional coupling 
between identical oscillators with periodic behavior 
can be seen in both figures.

In Figure 5a, the numerical solution for the system of 
Equations 7 is shown. Almost complete synchroniza-
tion can be seen between the variables u1, w1 and u2 [48] 

[75]. Anyway, this system of coupled differential equa-
tions is very sensitive to the value of the coupling 
parameter. Also, Figure 5b shows the gasf image of the 
variable u1, while Figure 5c shows the gadf image of 
the variable u2. In both figures, a characteristic pattern 
for a quasi-periodic system can be seen [78].

FIGURE 4. a) Numerical solution of the system of  Equations 
6 with İ1= İ2= 0.3, Į1= Į2= 0.03, q1= q2= 0.015, ƒ1= ƒ2= 1.0 
and k= 1.0. With u1 (0)= 0.3, w1 (0)= 0.5, u2 (0)= 0.8 and

w2 (0)= 0.7, tƒ=1 50 units of dimensionless time and 
dt=0.001. An oscillatory behavior is shown for the 4 

dynamic variables of the system and full synchronization is 
observed; b) gasf image of the variable u1; c) gadf image

of the variable u2. For both images, a characteristic pattern 
of periodic systems can be seen.

In Figure 6a, the numerical solution of the system of 
Equations 8 is shown. The phase synchronization 
between the variables u1, u2 and w1 [48] [75] can be seen. 
The NOM model oscillation rhythm causes variable u2 
to enter in-phase synchronization; however, the vari-
able w2 decays completely to zero. In the Selkov model, 
the variable u2 is related to the concentration of ATP 
(adenosine triphosphate), while the variable w2 is 
related to the concentration of ADP (adenosine diphos-
phate) [51 [52], so when said system is coupled with the 
NOM model, the synchronization process that could 
exist between the biochemical mechanism of glycoly-
sis and the Krebs cycle is emulated.
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FIGURE 5. a) Numerical solution of the system of Equations
7 with İ= 0.3, Į= 0.03, q= 0.015, ƒ= 1.0, a= 1, b= 2.5 and

k= 2.5. With u1 (0)= 0.3, w1 (0)= 0.5, u2 (0)= 0.8 and
w2 (0)= 0.7, tƒ= 150 units of dimensionless time and 

dƒ=0.001.  A quasi-periodic behavior is shown for the
4 dynamic variables of the system and almost complete 

synchronization is observed between the variables u1,
u2 and w1; b) gasf image of the variable u1; c) gadf image
of the variable u2. The images reflect the quasi-periodic 

behavior of the variables u1 and u2.

FIGURE 6. Figure 6. a) Numerical solution of the system
of  Equations 8 with İ= 0.3, Į= 0.03, q= 0.015, f= 1.0,

Ȟ= 0.0285, Ș= 0.1, ȕ= 1.0, Ȗ= 2 and  k= 0.1. With u1 (0)= 0.3, 
w1(0)= 0.5, u2 (0)= 0.8 and w2 (0)= 0.7, tƒ= 150 units of 

dimensionless time and dƒ= 0.001. Oscillatory behavior
is distinguished for the variables u1, u2, and w1, as well as 

phase synchronization between them. It is recognized that 
the variable w2, for this case of the value of the parameters, 
tends to zero; b) gasf image of the variable u1; c) gadf image 
of the variable u2. The gasf image shows a typical pattern of 
a periodic oscillatory system. On the other hand, although 

the variable u2 shows an oscillatory behavior, it is also 
coupled with the variable w2, which is why a well-defined 

pattern in the gadf image is not clearly distinguished.

 Moreover, in Figure 6b the gasf image of the variable u1 
can be seen, while in Figure 6c the gadf image of the vari-
able u2 is shown. It can be distinguished that the gasf field 
shows the typical oscillatory behavior, while the image of 
the gadf field does not clearly show a distinct pattern.

The numerical solution of the equations without cou-
pling can be found in the supplementary material, as 
well as their respective gasf and gadf images (see 
Figures S1, S2 and S3). The coupling of chemical oscil-
lators to emulate the synchronization in biochemical 
processes, is of vital importance since it allows us to 

understand the complex dynamics that underlie the 
feedback processes present in biological systems. 
Mismatches in the oscillation rhythms of physiological 
processes can lead to a wide variety of metabolic prob-
lems [7], so it is essential to know the type of coupling 
that can exist between oscillators (unidirectional, 
bidirectional, linear, nonlinear, etc., [48].) and whether 
these are coupled or not at any given time.
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To  determine coupled oscillators type, the coupling 
parameter was varied between one and ten for the sys-
tem of Equations 6, between one and ten for the sys-
tem of Equations 7 and lastly, between 0.1 and 1 for 
the system of Equations 8 (because this system is 
highly sensitive to bidirectional coupling), to generate 
the images of the time series using the gaf technique. 
Once obtained, the images were embedded to subse-
quently train the supervised learning model using the 
procedure described in the materials and methods 
section (see Figure 7). Figure 8 shows the general 
Orange workflow for this procedure. In the supple-
mentary material (Tables TS-1 and TS-2), the results of 
the evaluation of different models of supervised learn-
ing are shown  (Multilayer Perceptron Neural Network 
(MLP) (Hyperparameters: Optimizer: L-BFGS-B, acti-
vation function: Logistics, regularization L2= 1, neu-
rons in one hidden layer: 10, tol= 1E-4, max_iter= 200), 
K-Nearest-Neighbors (Hyperparameters: Number of 
nearby neighbors: 5, metric: Euclidean, wight= uni-
form) and Support Vector Machine (SVM) 
(Hyperparameters: Cost= 1.0, kernel: RBF, tol= 1E-3, 
iteration limit= 100)) [33] [68], which were used to classify 
the type of coupled oscillators using the gaf images, to 
compare them with those obtained with the logistic 
regression model. When training the different super-
vised learning models using the vectors provided by 
CNN SquezeeNet as image descriptors, the logistic 
regression model presented the highest CA and F1 val-
ues for all evaluation techniques, obtaining the maxi-
mum values in the methods A, D, E and F (CA= 0.983 
and F1= 0.983). In contrast, the minimum values were 
obtained from methods B and C (CA= 0.966 and F1= 
0.967) (see supplementary Tables ST-1). When using 
CNN Inception V3 to embed the images, similar values 
of CA and F1 were obtained for the logistic regression 
models, MLP and KNN for method A (CA= 0.961, F1= 
0.961), methods B, C, D, E and F (CA= 0.950 and F1= 
0.949-0.950). The SVM model presents the highest CA 
and F1 for methods B and C (CA= 0.966 and F1= 0.966). 
Notwithstanding, for methods D, E and F, the SVM 

model presents similar CA and F1 than the rest of the 
models (CA= 0.950 and F1= 0.949) (see supplementary 
Tables ST-1). Likewise, it is possible to observe that 
there are no major differences between the results 
obtained by CNN's Inception V3 and SquezeeNet. 
Godec et al., use transfer learning to embed biomedi-
cal images and mention that this technique allows 
them to obtain high precision values in classification 
models using small databases [61]. Godec et al., also 
found no major differences in the CA and F1 values of 
the logistic regression classifier when using either the 
CNN Inception V3 or the CNN SquezeeNet to embed 
the images [61].

It is worth mentioning that sometimes when the data-
base used for training supervised learning models has 
a higher number of characteristics or descriptors com-
pared to the sample size (as is often the case in biomed-
ical databases), or is unbalanced, i.e., there is a greater 
amount of data from one class than from the rest, it is 
possible to overfit the model, leading to erroneous 
results [33] [61] [68] [69]. However, it is possible to prevent 
overfitting essentially through two procedures, the 
first is to use more data for training, decrease statistical 
bias and decrease the number of characteristics or 
descriptors, the second one is to limit the complexity of 
the model of supervised learning, employ regulariza-
tion, either penalty L2 (Ridge), L1 (Lasso) or ElasticNet 
(L1 and L2 simultaneously) and use assessment tech-
niques such as stratified cross-validation or leave-one-
out cross-validation [33] [68] [79] [80] [81] [82] [83]. Therefore, we 
have also implemented a PCA after embedding the 
images with CNN's to study the effect of the reduction 
of dimensions in the classification of the type of cou-
pled oscillators, using the same models of supervised 
learning and the same evaluation methods.

When performing the PCA implementation after 
embedding the images with CNN SquezeeNet using 
nine main components, which explain 95% of the total 
variance, the logistic regression model obtains the 
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FIGURE 7. General procedure to obtain the classification model of the type of coupled oscillators using the gaf images.
a) The numerical solution of the coupled oscillator systems is obtained by setting the parameters of the models

and varying the coupling parameter, b) subsequently gaf images are obtained from the time series of the numerical
solution of the coupled oscillators, c) after building the database, then embedding the images using Google's CNN Inception 

V3 or SquezeeNet and using PCA for dimension reduction (optional). Lastly, d) the classification model is evaluated using
the techniques: stratified holdout (70% training set / 30% testing set), 3, 5, 10, 20-fold stratified cross-validation,

and leave-one-out cross-validation.

highest CA and F1 value for method A (CA= 0.983 and 
F1= 0.983) nevertheless, it also shows the best classifi-
cation metrics for methods C, D, E and F (CA= 0.966 

and F1= 0.967), while for method B, the SVM model 
presents the best classification metrics with a CA= 
0.966 and F1= 0.966 (see supplementary material 
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FIGURE 8. Orange workflow example for training the logistic regression model as a gaf image classifier.
a) In the Orange interface, the images are imported first from a local folder using the "Import images" widget, then the 
images are embedded using the "Image embedding" widget and finally the training, validation and supervised learning 

model test. b) Window that shows the "Image Embedding" widget, which shows the CNNs that can be detected to extract 
the characteristics or descriptors of the images. The CNN of Google Inception V3 is shown by default. c) Window that shows 

the "Logistic Regression" widget. It is appreciated that it is possible to use the regularization of the sea Lasso (L1) or Ridge 
(L2). d) Window that shows the widget "Test and score." This widget shows the different evaluation techniques, which are: 

"k-fold cross-validation", "k-fold stratified cross-validation", "Random sampling", and "Leave-one-out cross-validation".
Also, it shows the classification metric by class or average.  e) Window that shows the "Confusion matrix" widget, which 

allows observing the confusion matrix of the supervised learning model. The widget allows displaying the confusion matrix 
in percentages or the number of images classified correctly and incorrectly.

Tables ST-2). Moreover, when a PCA is implemented 
after embedding with CNN Inception V3 using 21 main 
components, which explain 95% of the total variance, 
the logistic regression model shows the best classifica-
tion metrics for the evaluation methods A, C, D, E and 
F, obtaining a value of CA= 0.961 and F1= 0.960 for 

method A, while for methods C, D, E and F, a CA= 0.950 
and F1= 0.949 (see tables of supplementary material 
ST-2) were obtained. Regardless, the SVM model pres-
ents the highest values of CA and F1 for method B 
(CA= 0.966 and F1= 0.966). Having said that, it is pos-
sible to note that there are no major differences in the 
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classification metrics when using either the CNN 
SquezeeNet or the CNN Inception V3 to embed the 
images and, at the same time, there are no major dif-
ferences in the metrics of classification when using the 
descriptors connected directly from CNN or when the 
main components are extracted from them. However, 
the computational time required for the evaluation of 
the models when using PCA is shorter. The supervised 
learning models present similar values in the classifi-
cation metrics; nevertheless, the logistic regression 
model has the least complexity because it only uses 
one hyperparameter, which is used as a regularization 
or penalization [33] [67] [84] [85]. Therefore, logistic regres-
sion can be used as a classification model for the type 
of coupled oscillators. Table 2 shows the classification 
metrics for the logistic regression model for each of the 
evaluation methods, using descriptors obtained 
directly from CNN's as training data.

TABLE 2. Classification metrics for the logistic
regression model using the characteristics obtained 

directly from the CNN for the evaluation.
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Likewise, Table 3 shows the classification metrics for 
the same model, using the descriptors obtained from 
the PCA as training data. At this point, it is natural to 
ask what evaluation method should be used if all 
methods have similar ranking metrics. For this work, 
we chose method D because multiple experiments 
have been carried out that demonstrate that the best 
way to obtain high values in the metrics, be it classifi-
cation or regression, is using stratified 10-fold 

cross-validation, even when there is the possibility of 
computation to increase fold number in the evalua-
tion of supervised learning models [33] [86]. In addition, 
as can be seen in Tables 2 and 3, for method D the 
same values of the classification metrics are obtained 
using the descriptors extracted directly from CNN 
Inception V3 and those obtained from the implemen-
tation of the PCA ( CA= 950, F1= 0.949-0.950) for train-
ing. When using the descriptors extracted directly 
from CNN SquezeeNet for training, the classification 
metrics CA= 0.983, and F1= 983 were obtained, while 
those obtained due to the implementation of the PCA 
are CA= 0.967 and F1= 0.967, which means that there 
is no significant difference. In conclusion, there are 
no major differences between the use of the descrip-
tors extracted from the implementation of the PCA 
after embedding the images with one or the other 
CNN. This shows that the dimensions reduction does 
not substantially affect the precision of the super-
vised learning model and, conversely, allows for a 
better generalization of it [61].

TABLE 3. Classification metrics of the logistic
regression model using the characteristics obtained

from the application of the PCA.
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�  Figure 9 shows the confusion matrix of the logistic 

regression model trained with the descriptors obtained 
from applying the PCA after being embedded with 
CNN Inception V3 and using the evaluation method D. 
18 of the 20 images of the coupling of the NOM and 
Brusselator Oscillators (O-B) have been correctly clas-
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sified, while two images have been erroneously classi-
fied, one as a coupling between the NOM and Silkov 
(O-G) oscillators and another as a coupling between 
the identical NOM (O-O) oscillators. Furthermore, 19 
of the O-G coupling images have been correctly classi-
fied, while one has been erroneously classified as O-O 
coupling. All O-O coupling images have been correctly 
classified.

FIGURE 9. Confusion matrix of the logistic regression 
method using the CNN Inception V3 as an image descriptor 

extractor and applying a reduction of dimensions using
the PCA technique (21 PC, explained variance: 95%) 

(evaluation method D). It is observed that 18 of the 20 
images of the O-B coupling have been classified correctly, 

while two have been erroneously classified, one as the O-G 
coupling and the other as the O-O coupling. On the other 
hand, the coupling shows that 19 of the 20 images of the 

O-G coupling have been correctly classified, while one has 
been classified as an O-O coupling. All images in the O-O 

coupling have been correctly classified.

FIGURE 10. Confusion matrix of the logistic regression 
method using as descriptor extractor of CNN SquezeeNet 
images and applying a reduction of dimensions using the 

PCA technique (9 PC, explained variance: 95 %). It is 
observed that 19 of the 20 images of the O-B coupling have 

been correctly classified, while one has been classified as 
O-O coupling. While, 1 of the 20 images of the O-G coupling 
has been incorrectly classified as O-O coupling. All images 

in the O-O coupling have been classified correctly.

Figure 10 shows the confusion matrix of the same 
model trained with the descriptors obtained from 
applying the PCA after being embedded with CNN 
SquezeeNet and using the evaluation method D. In the 
confusion matrix, it is possible to observe that 19 of the 
20 images of the O-B coupling have been correctly clas-
sified, while one has been incorrectly classified as O-O 
coupling. Similarly, 1 of the 20 images of the O-G cou-
pling has been incorrectly classified as O-O coupling. 
All images in the O-O coupling have been correctly 
classified. The decision to use one or the other CNN for 
embedding the images will depend on whether, as 

users, we want our images to be sent to an external 
server for embedding. For privacy and security rea-
sons, we prefer them to be embedded locally [61].

 CONCLUSIONS
In the framework of Systems Biology, mathematical 

modeling of biochemical mechanisms involved in dif-
ferent physiological processes is of vital importance 
because it allows us to understand the non-linear 
dynamics that underlie these phenomena. This is why 
the use of mathematical tools and computational sys-
tems for the analysis of the complex feedback mecha-
nisms present in living systems is necessary. The CNT 
is a mathematical tool that allows studying these 
mechanisms with a holistic approach and provides 
valuable information on each of the entities that make 
up the system [26] [87].

When determining the authority structural property 
of the complex network obtained from the BZ reaction 
mechanism proposed by Györgyi et al., and using it as 
the centrality criterion, the variables with the highest 
relevance were identified, i.e., those chemical species 
that have the greatest flow of information and that 
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could participate in the emergence of collective proper-
ties of the system. Identification of these variables led 
to the construction of a nonlinear system of differential 
equations similar to the reduction of the FKN model 
proposed by Field and Noyes (Oregonator) and which 
also explains the phenomenology of the BZ reaction. 
Hence, this result answers the question of using mathe-
matical tools to reduce complex reaction mechanisms 
without losing generality. Therefore, it is possible to use 
this methodology in the study of nonlinear dynamics 
present in biochemical and physiological processes.

On top of that, by applying this methodology to bio-
logical systems, it is possible to translate any biochem-
ical or physiological process to a mathematical model 
and study the phenomena of synchronization between 
different regulatory mechanisms [88] to decipher the 
complex dynamics that underlie living systems with a 
systemic approach.

The effect of coupling between oscillators of different 
nature can be clearly seen in the images obtained 
using the gaf technique, which can be used to train a 
supervised learning model to classify the type of cou-
pled oscillators. The extraction of descriptors from gaf 
images through pre-trained CNNs (transfer learning) 

allows obtaining high precision values in the evalua-
tion of different classification models; however, it is 
also possible to couple the pre-trained CNNs with the 
PCA to obtain high values in the classification metrics, 
comparable with the values of the metrics obtained by 
using only pre-trained CNNs as a descriptor extraction 
method. In particular, using the CNN's Inception V3 
and SquezeeNet as extractors for descriptors of gaf 
images and obtaining the principal components of 
these descriptors, allows training classification mod-
els such as logistic regression and obtaining CA and 
F1-score values above 0.94 for different evaluation 
methods.

All things considered, the methodology proposed in 
this work can facilitate the determination of synchro-
nization and desynchronization states in complex real 
biochemical and physiological mechanisms to recog-
nize a possible correlation between these states and 
the emergence of different complex diseases.
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Set of Simulators of the Electrophysiology of the A-Type
Potassium Current (IA) in Neurons

Conjunto de Simuladores de la Electro!siología de la Corriente de Potasio Tipo-A
(IA) en Neuronas

María Eugenia Pérez Bonilla, Marleni Reyes Monreal, Miguel Felipe Pérez Escalera, Arturo Reyes Lazalde
Benemérita Universidad Autónoma de Puebla

ABSTRACT 
The A-type potassium current (IA) participates in important brain functions, including neuronal excitability, synap-
tic integration, and regulation of action potential patterns and !ring frequency. Based on the characterization of its 
electrophysiological properties by current and voltage clamp techniques, mathematical models have been develo-
ped that reproduce IA function. For such models, it is necessary to numerically solve equations and utilize hardware 
with special speed and performance characteristics. Since speci!c software for studying IA is not found on the Inter-
net, the aim of this work was to develop a set of simulators grouped into three computer programs: (1) IA Current, 
(2) IA Constant-V Curves and (3) IA AP Train. These simulators provide a virtual reproduction of experiments on 
neurons with the possibility of setting the current and voltage, which allows for the study of the electrophysiolo-
gical and biophysical characteristics of IA and its e"ect on the train of action potentials. The mathematical models 
employed were derived from the work of Connor et al., giving rise to Hodgkin-Huxley type models. The programs 
were developed in Visual Basic® and the di"erential equation systems were simultaneously solved numerically. 
The resulting system represents a breakthrough in the ability to replicate IA activity in neurons. 

KEYWORDS: A-type potassium current; simulators; virtual experiments.
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RESUMEN
La corriente de potasio tipo-A (IA) tiene importantes funciones cerebrales como: excitabilidad neuronal, integración 
sináptica y regulación de patrones de potenciales de acción y la frecuencia de disparo. Sus propiedades electro!sio-
lógicas se han caracterizado mediante técnicas de !jación de corriente y de voltaje. A partir de estos conocimientos 
se desarrollaron modelos matemáticos que reproducen su función. La cantidad de ecuaciones a resolver hace que 
se requiera de hardware con velocidad y potencia especiales. Un software especí!co para el estudio propio de la 
corriente IA no se ha encontrado en Internet. En este trabajo se presenta un conjunto de simuladores agrupados 
en tres programas de cómputo: (1) Corriente IA, (2) Curvas Constante-V y (3) Tren-IA, que permiten reproducir los 
experimentos con técnicas de !jación de corriente y de voltaje para estudiar las características electro!siológicas y 
biofísicas de la corriente IA, e investigar el efecto que tiene en el tren de potenciales de acción. Los modelos mate-
máticos utilizados fueron derivados de los trabajos de Connor et al., dando origen a modelos tipo Hodgkin y Huxley. 
Los programas fueron desarrollados en Visual Basic®. Los sistemas de ecuaciones diferenciales fueron resueltos 
simultáneamente de forma numérica. Los programas desarrollados contribuyen a solucionar la carencia de este tipo 
de programas. 

PALABRAS CLAVE: Corriente de potasio tipo-A; simuladores; experimentos virtuales.
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INTRODUCTION
The teaching of life sciences is traditionally orga-

nized into two parts: theory and lab practice [1] [2]. At 
the undergraduate level, lab experiments to teach 
physiology and neurosciences are very expensive. 
Additionally, it is difficult to carry out experiments for 
intracellular recording with current and voltage clamp 
techniques. The need for space, expensive equipment, 
lab material and experimental animals for educational 
purposes is out of reach for most universities [3]. 

Diwakar et al. reported that in India an investment of 
around 20 million rupees (~267,900 USD) is required for 
a typical patch clamp configured for lab use, to which 
other costs such as the animals and facilities must be 
added [4]. In Mexico, the presence of up to 50 students 
in each classroom makes this kind of lab practice 
impossible. One feasible alternative is the development 
of simulators for teaching. Indeed, simulated patients 
already form part of the learning environment in dif-
ferent disciplines of the medical field [5] [6] [7] and virtual 
microscopy practices are employed in histology [8]. 

Teaching the basic principles of neuroscience is of spe-
cial interest and can be greatly enhanced by incorporat-
ing realistic and interactive simulations of neuronal 
functioning [9]. Single-neuron computer simulations 
began with the work of Hodgkin and Huxley [10]. Several 
simulators are now available to realistically simulate 
neuronal networks, including GENESIS Simulation 
System [11], NEURON Simulation Environment [12] and 
NSL Neural Simulation Language. With the increasing 
capacity of computational performance, the simulation 
of the entire brain may ultimately be possible [13]. 

However, only a few neurosimulators have been adapted 
to a teaching environment. For example, Hernández and 
Zurek developed a module of teaching in NEURON, 
allowing students to examine the properties of biophys-
ics in the axon by using the Hodgkin-Huxley model [14]. A 
simulator capable of reproducing the classic Hodgkin 

and Huxley experiments was developed by Reyes-
Lazalde et al. [15]. The basic study of the passive proper-
ties of the axon and dendritic tree can be carried out with 
an interactive simulator developed for Windows® envi-
ronment [16]. Brian, a program written in Phyton and 
found at http://brian.di.ens.fr, was developed for quickly 
coding models of spiking neuronal networks in everyday 
situations [17]. iCell, an interactive cell modeling tool 
located at http://ssd1.bme.memphis.edu/icell/, integrates 
research and education for electrophysiology training. It 
consists of JAVA applets that represent models of a vari-
ety of cardiac cells and neurons and provide simulation 
data on the bioelectric activity of a single cell [18].

Traditional learning media, such as multimedia-based 
demonstrations, videos, reading and lectures, are pas-
sive environments and therefore limit the interactive 
experience of students [3]. Contrarily, computer simu-
lation enables active learning [3]. The requirements are 
a computer room, software and an instructor. Several 
reports have described the pedagogical value of simu-
lators [4]. During a neuroscience course, a comparison 
was made between traditional teaching and active 
teaching aided by simulators, finding a greater under-
standing with the latter [3]. 

Ribarič and Kordaš tested the effectiveness of a soft-
ware package for the study of cardiovascular physiol-
ogy at the undergraduate level of a medical school. 
The software presented a new approach for teaching 
physiology, involving active learning and confronting 
students with multiple ways of simulating basic and 
clinical physiological phenomena [19]. Reyes-Lazalde et 
al. obtained favorable results when employing soft-
ware for teaching science [20]. Hence, virtual labs have 
shown their utility for learning science [21].

During the current pandemic, teaching at a distance 
has added new relevance to information and commu-
nication technology (ICT). In this ICT-induced thrust, 
there are novel types of teacher-student interactions 
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and new pedagogical methods. Since all lab practices 
are now suspended, virtual labs provide an alterna-
tive. Due to the high costs of lab practices, the govern-
ment of India has sponsored an initiative to develop 
virtual labs, including neurophysiology labs [4].

In the present work, simulators were developed for 
the teaching and learning of A-type potassium ion cur-
rent in neurons. They will permit students to perform 
virtual experiments with a current and voltage clamp. 
With the help of an instructor, students will be able to 
appreciate the importance of the A-type potassium 
current (IA) and how it modifies the train of action 
potentials (AP train), and discover other neuronal ion 
channels in addition to those described in the axon. 

In 1961, Hagiwara et al. [22] recorded IA for the first time 
in cells of the marine mollusk Onchidium verruculatum 
and identified it as a K+ current. The activation and inac-
tivation of the current produces a characteristic “A” 
profile, which is the reason for the name [23]. The equilib-
rium potential of IA is similar to that of the delayed rec-
tifier and is activated with hyperpolarization. The 
capacity of IA to trigger action potentials and excitability 
in various neurons has been extensively studied. The 
function of IA in the AP train is to decrease the firing 
frequency [24]. Gustafsson et al. [25] discovered the exis-
tence of IA in CA3 neurons and found it to be decreased 
by 4-amonopyridine (4-AP), a convulsant, thus resulting 
in a marked increase in cellular excitability. In rat upper 
cervical ganglion neurons, IA was characterized as being 
very rapidly activated at -60 mV potential, depending on 
the concentration of external K+. This activation was 
reduced with 4-AP [26]. In neostriatal neurons, Bargas et 
al. [27] demonstrated that IA is responsible for the delayed 
appearance of the action potential in response to near 
threshold depolarizing currents. 

IA has been simulated with the aid of specialized pro-
gramming languages for neuroscience. For example, it 
was simulated on a typical laterodorsal tegmental 

neuron with NEURON software [28]. To examine the 
role of IA in excitability, network synchronization and 
epilepsy, Fransén and Tigerholm adopted a modified 
version of the model by Migliore et al., downloaded 
from the ModelDB [29] [30] [31]. However, there is no edu-
cation simulator, to our knowledge, for IA (http://sense-
lab.med.yale.edu/senselab/modeldb/).

The relevance of IA is evidenced by its participation in 
several regulatory mechanisms in neurons. The elec-
trophysiological data reported depends on the record-
ing techniques involved [32].

The aim of the present study was to generate educa-
tional software to facilitate the teaching and learning 
of IA current in undergraduate and graduate programs. 
A series of simulators were grouped into three com-
puter programs: IA Current, IA Constant-V Curves and 
IA AP Train. With electrophysiological techniques, 
they reproduce IA and allow for an unlimited number 
of virtual experiments.

MATERIALS AND METHODS
Three interactive computer programs were designed 

and developed to study IA: IA Current, IA Constant-V 
Curves and IA AP Train. For this purpose, the Visual 
Basic 6.0 programming language for Windows® envi-
ronment was adopted. The programs were compiled 
and made executable for Windows, from Windows 7 to 
Windows 10. 

The programs act as simulators. To simulate a neu-
ron, the Hodgkin-Huxley model [9] [10] [11] [12] [13] [14] [15] was 
employed (equations 1 and 2) and IA was added in 
accordance with the model described by Connor et al. 
[24] (equations 3, 4, 5, 6 and 7).
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Where Cm is the membrane capacity per unit area 
(assumed constant), V is the membrane voltage, and 
gNa, gK, gA and gL are Na+, K+, IA and leakage conduc-
tance, respectively. ENa, EK, EA and EL are the equilib-
rium potentials for Na+, K+, IA and leakage, respectively. 
The equations utilized for Na+, K+ and leakage conduc-
tance and the corresponding velocities were those 
proposed by Hodgkin and Huxley [10], (see Hodgkin-
Huxley equations for INa, IK and IL in Cronin [33] and 
Sterratt et at. [34]).

The equations for IA are [24] [34]:
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(3)

Where GA is the maximum conductance of IA, a is the 
activating particle and b is the inactivating particle [34].

The kinetics of the activation curves a
'
(V) and b

'
(V) 

(steady state) and time constants Ĳa(V) and Ĳb(V) are:

������� ���$����	�$����$����$����

�

������� ���$���	����$���	��$�������$�����$�������$�����$�������$�����

�

�������������

�

�����"������	��!�������

����	���������	���!����
������	��
���#����

�

�����	����	����!����
������	��
�����

 

�	��������
���"	�	
�����	����!������������
��	
��#�

 

�
���	�
����"
��������	����!����

���	���
���#�

�

������� ���$����	�$����$����$����

�

������� ���$���	����$���	��$�������$�����$�������$�����$�������$�����

�

�������������

�

�����"������	��!�������

����	���������	���!����
������	��
���#����

�

�����	����	����!����
������	��
�����

 

�	��������
���"	�	
�����	����!������������
��	
��#�

 

�
���	�
����"
��������	����!����

���	���
���#�

�

(4)

������� ���$����	�$����$����$����

�

������� ���$���	����$���	��$�������$�����$�������$�����$�������$�����

�

�������������

�

�����"������	��!�������

����	���������	���!����
������	��
���#����

�

�����	����	����!����
������	��
�����

 

�	��������
���"	�	
�����	����!������������
��	
��#�

 

�
���	�
����"
��������	����!����

���	���
���#�

�

(5)

������� ���$����	�$����$����$����

�

������� ���$���	����$���	��$�������$�����$�������$�����$�������$�����

�

�������������

�

�����"������	��!�������

����	���������	���!����
������	��
���#����

�

�����	����	����!����
������	��
�����

 

�	��������
���"	�	
�����	����!������������
��	
��#�

 

�
���	�
����"
��������	����!����

���	���
���#�

�

(6)

������� ���$����	�$����$����$����

�

������� ���$���	����$���	��$�������$�����$�������$�����$�������$�����

�

�������������

�

�����"������	��!�������

����	���������	���!����
������	��
���#����

�

�����	����	����!����
������	��
�����

 

�	��������
���"	�	
�����	����!������������
��	
��#�

 

�
���	�
����"
��������	����!����

���	���
���#�

�

(7)

 The parameters used in the model are: Cm = 1 ȝF cm-2; 
ENa, EK, EA and EL = 50, -77, -80 and -22 mV, respec-
tively; gNa, gK and gL = 120, 20 and 0.3 mS cm-2, respec-
tively; gA is variable, being selected by the simulators.

IA Current program
The IA Current program was designed to generate mac-

roscopic traces for IA during the voltage clamp tech-
nique. It is comprised of four simulators: (1) IA Current 
Traces, (2) IA Inactivation Protocol, (3) IA Equilibrium 
Potential and (4) IA Activation-Inactivation Plots.

The IA Current Traces simulator, based on the mathe-
matical model reported by Connor and Stevens [24] [35] 

[36] [37], reproduces the outward currents (IA).

The IA Equilibrium Potential simulator, also based on 
the Connor-Stevens model, examines the equilibrium 
potential for IA. 

The IA Inactivation Protocol simulator involves adjust-
ing the voltage holding (VH) to lower and lower nega-
tive potential levels before applying the stimulus pulse 
(voltage command, Vc). The kinetics of the decrease in 
the peak was derived with a mathematical fit from the 
experimental data of Connor and Stevens [35] [36] [37].

The IA Activation-Inactivation Plots simulator con-
sists of mathematical equations describing the rate 
constants [35] [36] [37], which were also obtained from the 
experimental data of Connor and Stevens. By employ-
ing these equations, the activation and inactivation 
currents of IA can be portrayed.

IA Constant-V Curves program
Based on the Hodgkin-Huxley model [10], this program 

replicates the voltage dependence of the speed con-
stants. 

IA AP Train program
This program is designed to reproduce the action 

potentials of neurons with an inward sodium current 
(INa), an outward K+ current (IK) that does not inactivate 
(H-H type, Hodgkin and Huxley [10]), and an outward 
potassium current that inactivates (IA) (equation 1).

To start the integration, a fourth-order Runge-Kutta 
method with a step time of dt = 0.01 was used. An 
algorithm written in basic to solve differential equa-
tions with this method is found in Zill [38].

Figure 1 illustrates the flow chart for the implemen-
tation of the models in Visual Basic®.
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Graphics results

End of 
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Executable
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FIGURE 1. Flow chart for implementing the models.
For each simulator, the values of the variables and the 
stimulus pulse are entered. The program initializes the 

graph scales and the basal values of the model.
The differential equations are solved simultaneously,

and the results are presented graphically. The iteration 
time depends on the duration of the stimulus (dp).

The user can exit the simulator at any time. 

RESULTS AND DISCUSSION
Three interactive computer programs (IA Current, IA 

Constant-V Curves and IA AP Train) were designed and 
developed to reproduce the electrophysiology of IA.

IA Current program

A-type potassium current simulations
The user interface of the IA Current simulator has two 

oscilloscope screens. One shows the macroscopic cur-
rent traces of the IA and the other illustrates the stimu-
lus pulse in its voltage clamp mode.

The stimulus voltage to perform the simulations is in 
the range of -60 to -20 mV, with VH = -93 mV. In the 
neurons recorded by Connor and Stevens [36], the acti-
vation time constant has values from 10-25 ms and the 
inactivation constant from 220-600 ms. These values 
vary according to the type of cell. In neurons of the 
hippocampus of the vertebrate central nervous sys-
tem, the values are considerably lower. Experimental 
values from other neurons can also be employed. To 
simulate and replicate the experimental results in dis-
tinct neuronal systems, the user need only enter the 
time constants of different neurons. 

The simulation of the experiments published by 
Connor and Stevens [35] [36] is depicted in Figure 2.

FIGURE 2. The simulation of the experiments carried
out by Connor and Stevens were run to study the IA.

The voltage setting pulses are displayed on the lower 
oscilloscope screen. The upper screen portrays the 

currents traces corresponding to Vc = -60, -50, -40, -30 
and -20 mV (the curves from baseline upwards).

The VH was -93 mV and the rise time and decay current 
constants were 25 and 300 ms, respectively.
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 Command voltage pulses of -60, -50, -40 and -20 mV 
were applied. As the command voltage becomes less 
negative, the amplitude of the current increases [36]. The 
IA trace corresponding to each of the stimulus pulses is 
displayed on the upper oscilloscope screen. For each 
simulation, the value entered for the time constant was 
25 ms for activation and 300 ms for inactivation. 

FIGURE 4. Simulation of the equilibrium potential.
There was a lack of current at Vc = -63 mV. The
upper lines correspond to Vc = -50 and -30 mV.

FIGURE 3. Simulations of gA with VH = -93 mV
and pulses characterized by a voltage command of

-60, -50, -40, -30 and -20 mV. The response is displayed
on the upper oscilloscope screen. The trace with the 
smallest amplitude of conductance corresponds to

-60 mV and the highest amplitude to -20 mV.

The simulations generate a classic IA profile. This is a 
K+ output current that starts at hyperpolarized poten-
tials and shows an ascending curve during activation 
until reaching a maximum, at which point it gradually 
descends during inactivation. With a new command 
voltage and VH, there are changes in the channel con-
ductance (gA) and consequently in the current and 
peak amplitude of the current. The data correspond to 
experiments carried out at 5 °C. The currents are very 
slow in gastropod neurons compared to those in the 
brain of rats or other vertebrates. IA is presented 

directly without considering the total outward potas-
sium current and IK.

IA conductance (gA) simulations
The channel conductance (gA) is obtained by dividing 

IA by the voltage command (Vc). Figure 3 shows the 
same simulation conditions as Figure 2. The upper 
oscilloscope screen depicts the gA value in nS cm-2. The 
trace duration is 1 s.

Simulation for IA equilibrium potential 
One of the methods to determine the equilibrium 

potential of an ionic current is to perform voltage 
clamp experiments and find the command voltage 
where the current is zero. In the IA Equilibrium 
Potential simulator, the equilibrium for the current 
was -63 mV (Figure 4). The current-voltage relation is 
not presented.

Inactivation protocol simulation
To simulate the inactivation protocol, the IA 

Inactivation Protocol program is provided with the 
interface depicted in Figure 5. The two oscilloscope 
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screens on the left side show the current traces of IA 

(upper) and the stimulation pulses (lower). The macro-
scopic IA current is recorded in a neuron, beginning 

FIGURE 5. Simulations with the inactivation protocol.
The voltage holding (VH) was applied at -80, -70, -60, -50 

and -40 mV, consecutively. The responses are displayed on 
the upper oscilloscope screen. The amplitude of the trace 

was greatest at -80 mV and least (2.6 nA) at -50 mV.

with a test depolarization at 0 mV and followed by the 
holding potential that varied from -90 to -50 mV.

As can be appreciated, the peak value of the current 
decreases as the holding voltage preceding the stimu-
lus pulse becomes less negative. Figure 6 illustrates 
how the decline in the peak value follows the pattern 
of a decreasing curve, as reported by Connor and 
Stevens [36]. The maximum value of IA was obtained 
with a holding potential of -90 mV, and a value near 
zero was found in the range of -50 to -40 mV.

Simulation of the activation
and inactivation curves

Simulations of the activation and inactivation curves 
are based on the Hodgkin-Huxley model [10]. Figure 7 
shows an example of simulation. Curves a(V, ') and 
b(V, ') overlap between -30 and -20 mV.

FIGURE 6. Inactivation plot. The peak value of the
current decreases as the VH becomes less negative,

from -90 to -40, in decremental steps of 5 mV. These 
results replicate the experimental data [36].
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FIGURE 7. Simulation of activation and inactivation
curves for the IA. The decreasing curve corresponds

to inactivation and the increasing curve to activation.
As the membrane potential becomes less negative,

its activation is greater. The simulation is in agreement
with the results of Connor et al. [37].

IA Constant-V Curves program
This program allows the user to observe the voltage 

dependence of the opening and closing speed con-
stants for IA. In the first simulation, the values entered 
were those reported for gastropod cells (Figure 8).
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FIGURE 8. Simulation carried out to portray the kinetics
of the velocity constant Įm with respect to the voltage.

IA AP Train program
The Train IA program simulates a neuron with the 

sum of the currents IA, INa and IK. It reproduces action 
potentials when the neuron is stimulated by a current 
pulse lasting from 50-200 ms at an intensity of 8 nA 
cm-2. A test simulation to study the effect of IA on the 
AP train is shown in Figure 9.

FIGURE 9. Simulation of the effect of IA on the AP train.
With gA = 50 mS cm-2, it is clearly observed how this

current hyperpolarizes the neuron and decreases the
AP frequency [39]. Control action potentials (utilizing Na+

and K+ channels) in black, IA action potentials in red.

Two simulations were performed in a row with gA set 
at 50 mS cm-2. In the first, the AP was generated in a 
neuron with only Na+ and K+ channels (trace in black). 

In the second, the AP was triggered in a neuron that 
also has A-type potassium channels (red line). Note 
how the time between APs increases in the second. 
Hence, IA delays the appearance of the AP and the fre-
quency of the AP train decreases.

The overall model
A-type potassium channels are found in the neurons 

of mollusk and of the central and peripheral nervous 
system of mammals. The physiological implications 
of this type of channel reveal its importance for the 
appropriate functioning of neurons and the brain as a 
whole. 

Programs for simulating IA, such as NEURON and 
GENESIS, are freely accessible (https://www.neuron.
yale.edu/neuron/download; http://genesis-sim.org/). 
For their proper use, however, it is necessary for the 
operator to undergo specialized training. Moreover, a 
high-speed, high-performance computer may be 
required, depending on the number of compartments 
simulated and the complexity of the model. Examples 
of special equipment with these specifications are a 
workstation or parallel supercomputer system. 

Simulations of IA have been carried out for research 
purposes. For example, Huguenard and McCornick 
[40] reported simulating IA in the rhythmic oscillation 
of thalamic neurons.

Nevertheless, the tools employed imply considerable 
drawbacks for teaching purposes. They are very large 
and a substantial investment of time is required to 
learn how to manage them [15]. 

Due to the pandemic affecting us today and in the 
near future, online education has assumed increasing 
importance. The development of simulators with lim-
ited extension facilitates their usage, handling and 
transport. Furthermore, they can be easily adapted to 
remotely support teaching practices [15]. 
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In the present work, a series of educational simula-
tors were combined to reproduce the fundamental 
electrophysiology of IA under experimental conditions 
of current and voltage clamp. The simulators were val-
idated with the mathematical models developed by 
the experiments of Connor and Stevens [35] [36] [37]. The 
programs that group the simulators are compatible 
with on any personal computer having the minimum 
characteristics to run Windows® 7 to Windows® 10. 

Thus, the software package developed presently will 
allow students to perform the experiments of Connor 
et al. [35] [36] [37]. The results and implications of IA in the 
electrophysiology of the neuron can then be discussed 
with the instructor. The mathematical model cur-
rently employed for IA was the one published by 
Connor et al. [24]. A description of the mathematical 
models proposed for IA is found in Rush and Rinzel [39]. 
The numerical solution of differential equations 
enabled the reproduction of reported experimental 
data. Operation of the programs does not require spe-
cialized training. The user need only rely on scientific 
articles or on an instructor for an explanation of the 
biophysics and electrophysiology of IA. 

Since experiments involving organic tissue remain 
costly, despite efforts to decrease the cost of electro-
physiological recording [32], simulators provide a prac-
tical alternative for study and research in neurosci-
ence. They have the advantage of permitting changes 
in the biophysical factors of the neuron in order to 
observe their influence on neuronal functioning, a 
capacity not shared by experimental animal models. 
In the case of the model described herein, the simula-
tors enable students and teachers to vary the conduc-
tance of the A-type potassium channel or the time 
constants for the generation and decline of IA. 

The development of simulators requires validation 
with experimental data. In regard to the simulators 
developed in the current investigation, real experi-
mental values were entered for the variables, finding 
that the model reproduced the experimental results. 
Hence, the variables can be modified to analyze their 
consequences in a reliable model.

CONCLUSIONS
The three interactive computer programs described 

herein were able to replicate the biophysical character-
istics of IA and provide a virtual reproduction of the 
electrophysiological processes involved in activating 
and inactivating an ion current.

The corresponding oscilloscope screens showed volt-
age-dependent curves. The IA AP Train program simu-
lates the influence of IA on an AP train, revealing how 
it decreases the AP trip frequency in the trace. With 
this simulator, the effect can be observed of increasing 
or decreasing gA (channel conductance), modifying 
time constants, and altering the kinetics of the speed 
constants, among other phenomena. The simulators 
should be considered a teaching tool and do not 
replace the professor. 
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COMPLEMENTARY MATERIAL

FIGURE 1. User interface of the IA Current Traces simulator. The variable input module is shown on the right side: command 
voltage (-60 to -20 mV), activation time constant (10-25 ms) and inactivation time constant (220-600 ms). On the left side, 

the IA macroscopic current is depicted on the upper monitorand the command voltage on the lower monitor. 

FIGURE 2. User interface for the gA conductance simulation. The user enters the value of the variables and starts
the simulation. The maximum amplitude of the conductance is measured with the cursor inside the upper monitor display 

and the value appears in the green box. 



FIGURE 3. User interface of the IA Equilibrium Potential simulator. The user enters the value of the time constants.
Several simulations are performed with different values of the command voltage until the voltage that produces zero

IA current is found. The current is measured with the cursor and its value appears in the green box. 

FIGURE 4. User interface of the IA Inactivation Protocol simulator. Enter the holding voltage (prepulse) (-90 to -40 mV)
on the right side. The macroscopic IA current is displayed on the upper monitor. The peak value of the current appears

in the green box. The stimulation protocol is shown on the bottom monitor.



FIGURE 5. User interface of the IA Activation-Inactivation Plots. The monitor portrays the activation curve
(ascending trace) and the inactivation curve (descending trace).

FIGURE 6. User interface of the IA Constant-V Curves program. The monitor illustrates Įm.



FIGURE 7. User interface of the IA AP Train program. The duration and amplitude of the stimulus current pulse
and the value of conductance gA (10-50 mS/cm2) are entered on the right side. The stimulus pulse is depicted

on the upper monitor and the train of action potentials on the lower monitor. The << Spike Train >> button produces
the control simulation (black line). The << Train + A-Current >> button produces the simulation of a neuron that has

type-A potassium channels (red line).
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ABSTRACT 
Multiple Sclerosis (MS) is the most common neurodegenerative disease among young adults. Diagnosis and mo-
nitoring of MS is performed with T2-weighted or T2 FLAIR magnetic resonance imaging, where MS lesions appear 
as hyperintense spots in the white matter. In recent years, multiple algorithms have been proposed to detect these 
lesions with varying success rates, which greatly depend on the amount of a priori information required by each al-
gorithm, such as the use of an atlas or the involvement of an expert to guide the segmentation process. In this work, 
a fully automatic method that does not rely on a priori anatomical information is proposed and evaluated. The pro-
posed algorithm is based on an over-segmentation in superpixels and their classi!cation by means of Gauss-Markov 
Measure Fields (GMMF). The main advantage of the over-segmentation is that it preserves the borders between 
tissues, while the GMMF classi!er is robust to noise and computationally e"cient. The proposed segmentation is 
then applied in two stages: !rst to segment the brain region and then to detect hyperintense spots within the brain. 
The proposed method is evaluated with synthetic images from BrainWeb, as well as real images from MS patients. 
The proposed method produces competitive results with respect to other algorithms in the state of the art, without 
requiring user assistance nor anatomical prior information.

KEYWORDS: Multiple Sclerosis; Lesion Detection; Superpixels; GMMF, Image Segmentation
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RESUMEN
La Esclerosis Múltiple (MS) es una de las enfermedades neurodegenerativas más comunes en adultos jóvenes. El 
diagnóstico y su monitoreo se realiza generalmente mediante imágenes de resonancia magnética T2 o T2 FLAIR, 
donde se observan regiones hiperintensas relacionadas a lesiones cerebrales causadas por la MS. En años recientes, 
múltiples algoritmos han sido propuestos para detectar estas lesiones con diferentes tasas de éxito las cuales depen-
den en gran medida de la cantidad de información a priori que requiere cada algoritmo, como el uso de un atlas o 
el involucramiento de un experto que guíe el proceso de segmentación. En este trabajo, se propone un método au-
tomático independiente de información anatómica. El algoritmo propuesto está basado en una sobresegmentación 
en superpixeles y su clasi!cación mediante un proceso de Campos Aleatorios de Markov de Medidas Gaussianas 
(GMMF). La principal ventaja de la sobresegmentación es que preserva bordes entre tejidos, además que tiene un 
costo reducido en tiempo de ejecución, mientras que el clasi!cador GMMF es robusto a ruido y computacionalmen-
te e!ciente. La segmentación propuesta es aplicada en dos etapas: primero para segmentar el cerebro y después 
para detectar las lesiones en él. El método propuesto es evaluado usando imágenes sintéticas de BrainWeb, así 
como también imágenes reales de pacientes con MS. Con respecto a los resultados, el método propuesto muestra 
un desempeño competitivo respecto a otros métodos en el estado del arte, tomando en cuenta que éste no requiere 
de asistencia o información a priori. 

PALABRAS CLAVE: Esclerosis Múltiple; Detección de Lesiones; Superpixeles; GMMF; Segmentación de Imágenes
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INTRODUCTION
Neurodegenerative diseases are one of the most critical 

issues for the health sector. Not only elderly people are 
the most affected by neurodegenerative diseases, but 
also young people can suffer from them. Multiple sclero-
sis (MS) is a neurodegenerative disease that mainly 
affects people between 20 and 40 years old, with high 
incidence in the general population. In fact, it is the sec-
ond in incidence, epilepsy being the first [1]. The cause of 
MS is controversial but seems to depend on genetic and 
environmental factors and may also have a strong 
auto-immune component. The diagnosis and prognosis 
are well established nowadays by neurologists. The 
symptoms are described by the patient, and evidence is 
found through physical examination. In clinics, the 
neurologist verifies the symptoms of the patient (for 
example weakness, blurred vision, ataxia, etc.), and 
then requests a brain imaging study. Magnetic reso-
nance imaging (MRI) is highly recommended in this 
case, with the most common protocols for this purpose 
being: T1-w, T2-w, Proton Density (PD) and Fluid 
Attenuated Inversion Recovery (FLAIR). In brain images, 
the neurologist manually annotates MS lesions, which 
in FLAIR images are shown as high-intensity spots on 
the white matter. It is important to mention that manual 
annotation and counting of hyper-intense spots is often 
an extensive and tedious process because the clinician 
needs to check dozens of images and may find several 
spots for a single patient. Hence, there is a large interest 
in designing algorithms that can automatically detect 
MS lesions or assist the expert during the process [2] [3]. In 
the past decades, various methods to segment MS 
lesions in MRI images have been published; however, 
some of these methods suffer from low accuracy or have 
such a large number of parameters to tune that they are 
not user-friendly. Other approaches rely heavily on the 
user's participation, or need atlas databases, requiring 
additional preprocessing time (for instance, to align the 
atlas with the input images). For these reasons, it is 
interesting to develop fully automatic and user-friendly 
methods to aid in the detection of MS lesions.

There are a few reviews of methods for MS lesion seg-
mentation in the literature [4] [5]. Some of those meth-
ods are based on probabilistic approaches [6] [7], support 
vector machines (SVM) [8], region growing [9], K-Nearest 
Neighbors [10] or neural networks [11], while some 
methods may also use additional prior information 
such as atlases [12] or clinical information [13]. Many of 
these methods use pre-processing steps to prepare the 
input images for MS lesion detection, such as image 
denoising and non-uniformity correction. Also, since 
some non-brain tissues such as scalp and optic nerve 
are also shown with high intensity on T2-w images, a 
skull stripping step is often required; to this end, sev-
eral methods use the Brain Extraction Tool (BET) [3]. 
Among the algorithms for MS lesion detection, several 
methods are based on Expectation-Maximization 
(EM) to segment MS lesions [14] [15] due to its good accu-
racy and easy implementation. In the EM-based 
method proposed by Garcia-Lorenzo et al. [15], the algo-
rithm is divided in three steps. In the first and second 
steps, there is a non-uniformity correction of the input 
image, followed by a skull stripping process. Finally, in 
the last step, the MS lesion detection is applied using 
clinical rules to select potential regions with good 
results (reported Specificity of 0.9954). Another inter-
esting method, which uses Markov Random Fields 
(MRF), is proposed by Khayati et al. [6] [7]. They devel-
oped an MS lesion detector by estimating a conditional 
probability density function for each class, which was 
trained using the adaptive mixtures method (AMM). 
For validating their results, in [6] they use a cross-vali-
dation approach where the first MS reader was used as 
the gold standard, leading to very accurate results 
since they achieved an average Dice Similarity 
Coefficient (DSC) of 0.75 [16] [17]. Other proposal was 
developed by Lao et al. [18], where they first perform 
affine registration of T1-w, T2-w PD and FLAIR images 
by maximization of the mutual information [19] and 
skull stripping based on affine registration using the 
BET algorithm [3]. In the training process, the proposed 
method combines T1-w, T2-w, PD and FLAIR in an 
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attribute vector (AV) for each voxel, along with the 
information of the neighboring voxels. A set of manu-
ally segmented scans is used to train a support vector 
machine (SVM) using the AdaBoost method [8] [20]; once 
trained, the SVM outputs, for each voxel, a scalar mea-
sure of abnormality that is binarized by applying a 
tuned threshold to discriminate lesions from normal 
tissue. Although similarity values (e.g., Dice index) 
were not reported, specificity and sensitivity look very 
promising which are also complemented by good 
visual results. Finally, in [21] the proposed method is 
based on Artificial Neural Networks (ANN), and the 
implemented software is freely available online at 
https://med.inria.fr/the-app/downloads. After selecting 
the segmentation option in this interface, the user can 
upload data and interactively click on the MS lesion to 
enhance them. One disadvantage of this software is 
that sometimes the algorithm segments the entire 
white matter region, particularly when MS lesions 
have blurred borders. Despite the diversity of algo-
rithms for MS lesion detection, it is difficult to find one 
that fulfills the requirements of public health institu-
tions, particularly when images are acquired with low 
resolution, few slices, and using a single modality to 
reduce costs. These requirements include border pres-
ervation, robustness to noise and blurred borders, good 
accuracy with single-modality (T2-w or T2-FLAIR) 
images, a reduced number of tuning parameters, and 
an implementation that does not rely on atlases or 
databases.

In this paper, a new method for automatic MS lesion 
segmentation is proposed. The method works with sin-
gle-modality low resolution images, it does not need 
prior information related to anatomical structures or 
user annotations, and it only requires a few parameters 
to be tuned. In order to achieve good border preserva-
tion and robustness, an over-segmentation in super-
pixels (SPs) is performed as the first step [22], followed 
by a post-processing stage to achieve connectedness 
and eliminate spurious SPs produced by noise. Each SP 

is then classified by means of a Gauss-Markov Measure 
Field (GMMF) model [23]. This segmentation approach 
is applied twice: first to isolate the brain region, and a 
second time to segment MS lesions in the brain. This 
paper is organized as follows: Section 1 contains the 
introduction and a description of the goals of this 
work. Section 2 presents the details of the proposed 
segmentation algorithm, which is called SP-GMMF, 
and the methodology for MS lesion segmentation. 
Results from applying the proposed method to the 
analysis of synthetic and real MR images are shown in 
Section 3, with a comparison against a state-of-the-art 
algorithm based on Expectation Maximization (EM). 
Finally, the conclusions of this work are presented in 
Section 4.

MATERIALS AND METHODS
In this proposal, segmentation of MS lesions is 

achieved in two stages: the first stage is to isolate the 
region of interest (in this case, the brain) from the rest 
of the image (skull, meninges, or bone cavities); then, 
in the second stage, MS lesions within the brain region 
are detected. Each stage employs a segmentation algo-
rithm. The segmentation method proposed here is a 
combination of an over-segmentation of the image in 
superpixels using the Simple Linear Iterative Clustering 
(SLIC) [22] and a probabilistic labeling of the superpixels 
by means of the GMMF [23]. Besides the main steps of 
the segmentation process, there are other pre and 
post-processing steps that are important for the effi-
ciency of the proposed algorithm. The details of the 
complete algorithm are described below.

The SLIC method is a clustering algorithm that com-
bines spatial location and intensity information to 
subdivide an image in a relatively small number of 
groups of pixels that have similar color and are spa-
tially coherent, commonly called superpixels [22] [24] [25]. 
This algorithm is a variant of the k-means algorithm 
that uses a reduced search space to form each SP, and 
whose main advantages are high computational speed 
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and border-preserving SPs. The SLIC method works as 
follows: let us define l( ) as the image over the lattice L 
(that is, l(r) א L), and each superpixel is defined as Sk = 
[Ck, Dk] where Ck and Dk are the average intensity and 
the geometric center of the superpixel, respectively. 
Indexes of superpixels are denoted by k, that is k = 1, 2, 
…, K, with K as the number of superpixels over L. The 
initialization of each Dk is given by a regular hexagonal 
grid in L, and Ck as the intensity at pixel site Ck. For 
each superpixel Sk, a square neighborhood of size 2M × 
2M is defined with center at Dk and M = 3|L|/K', where 
K' is the desired number of SPs given by the user; as a 
rule of thumb, this parameter can be defined as the 
total number of pixels in the image divided by the area 
(in pixels) of the smallest lesion that is observed; for 
instance, we are using K' = 3000 SPs for all images in 
this study. The actual number of superpixels K will 
vary across all the steps in the algorithm. Only those 
pixels that belong to the neighborhood of Dk can be 
assigned to Sk according to the distance measure:
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 where the first term measures the intensity distance, 
and it is normalized by the dynamic range of the data m, 
which can be computed as m = max (l ( )) - min (l ( )). 
The second term is the spatial distance term and it is 
normalized by the size of the neighborhood. Finally, ɀ 
is a hyperparameter that weighs the importance 
between both terms. Once every pixel is assigned to 
some Sk, Ck and Dk are updated with the average inten-
sity and spatial position of the pixels that belong to the 
k-th SP, and Ɂk is computed again; this process is iter-
ated until convergence. In our experience, the algo-
rithm converges in 5 to 10 iterations. Although SPs 
adhere well to borders, for an adequate choice of ɀ, the 
SLIC algorithm can sometimes produce fragmented 
superpixels, which may lead to unconventional neigh-
borhoods for the Markovian Fields process [23]. For that 

reason, a relabeling process by means of connected 
component algorithm is applied [26], so that each con-
nected fragment of a fragmented SP is considered as a 
new, individual superpixel. Once the relabeled field has 
been obtained, small SPs which are often due to noise, 
are fused to the most similar (in terms of average inten-
sity) neighboring superpixel. In our case, a superpixel 
is considered too small when its area is less that 3% of 
the SP average area M2; the 3% threshold was found 
experimentally as the percentage for which the num-
ber of SPs after fusion approximates better the number 
of desired SPs K'. With this fusion, not only the number 
of variables, but also the noise was reduced. Once the 
SPs are obtained, the next step for the segmentation 
process is to classify them with respect to their inten-
sity. For that purpose, we consider that each class is 
defined by a Gaussian distribution of pixel intensities 
with a given mean and variance. Note that, although 
we aim for a binary classification at each stage (brain vs 
non-brain in the first stage, lesion vs non-lesion in the 
second stage), there are several types of tissues repre-
sented in the images; for this reason, multiple classes 
must be considered using the GMMF model [23], the goal 
is to estimate, for each SP Sk, the probability pj(Sk) that 
it belongs to class j, for each j = 1, …, C, where C is the 
number of classes. Under this model, one can obtain 
the probability field for each class j by minimizing the 
following energy function U given by:
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where the first term is a data term which enforces pj 

(k) to be similar to the normalized likelihood between 
the k-th superpixel and the j-th class, which is given by 
gj (k) = (vj (k))/-i vi (k), where vj (k) is a likelihood func-
tion which measures how well the k-th SP fits in class j. 
Assuming that classes follow a Gaussian distribution, 
the likelihood can be obtained as:
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where ȝj and ıj are the mean and variance of the j-th 
class, respectively. Notice that the ȝ can be automati-
cally initialized by the k-means method. Additionally, 
there is a hyper-parameter ț which controls the overall 
variance of all classes. The second term is a regulariza-
tion term that promotes the similarity in the neighbor-
hood. The neighborhood Nk for the k-th superpixel can 
be obtained, first, inspecting the borders of the image 
of superpixel labels and then inspecting the image of 
labels; i.e., when a border is detected, the labels in that 
point (SP) are added to its SP neighborhood. Finally, ɉ 
is a hyper-parameter that weighs the importance 
between terms. To solve (2), one can calculate its 
derivative and equal it to zero to obtain a linear equa-
tion system, which can be iteratively solved by the 
Gauss-Seidel method where the solution of pj (k) is 
given by:
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After each Gauss-Seidel iteration, the means and vari-
ances of all classes are updated with a forgetting factor 
Į�= 0.2 (i.e. ȝt ՜� (1-Į) ȝt-1 + Įȝt, where t is the current 
iteration). This method generally stops until conver-
gence is obtained, but in our experience, it converges 
from 5 to 10 iterations. Once convergence is achieved, 
each superpixel Sk is assigned to the class given by: 
c(Sk) = arg max pj(k). Figure 1 shows the flow chart of 
the SP-GMMF Segmentation proposal.

FIGURE 1. Block diagram of the proposed
method SP-GMMF.

MS Lesion Classi!cation
The SP-GMMF segmentation proposal takes advan-

tages from SLIC and GMMF methods to implement a 
general-purpose segmentation method. In the pro-
posed two-stage algorithm for MS lesion detection, 
which is illustrated in Figure 2, the first stage is ori-
ented to automatically isolate the parenchyma region 
from the rest of the image. For that purpose, this pro-
posal takes the SP-GMMF segmentation c(Sk) of a 
T2-weighted or T2-FLAIR MR brain image (Figures 2a 
and 2b) to obtain a binary mask that represents the 
isolated brain. The fusion of small superpixels into 
bigger ones is depicted in Figure 2c, where some of the 
smaller SPs (circled in green) were fused with a neigh-
boring larger SP, and the final segmentation is shown 
in Figure 2d.

It is well known that in several slices of an MRI 
sequence, the brain region and the background have 
the largest regions in almost every MRI slice. Under 
this assumption and knowing that the background has 
the lowest intensity in the MRI image, the brain mask 
will be obtained by choosing the largest area that does 
not belong to the lowest-intensity class. Notice that, in 
the case of the axial images, this does not always occur 
because the hemispheres might appear disconnected 
from each other. For example, in some supratentorial 
MRI Axial images the ratio of areas between hemi-
spheres will be closest to one because their areas are 
similar (i.e. a ratio threshold above 0.7 may indicate 
that areas are similar). On the other hand, in some 
supratentorial and most infratentorial MRI images 
where the hemispheres are joined into a single region, 
the next largest region will be another structure whose 
area will be significantly smaller than the largest one 
(with a ratio less than 0.7), and thus the algorithm will 
consider it as part of the brain. Once the brain area 
mask has been obtained, a hole-filling algorithm is 
applied to it in order to recover any dark structure 
within the brain that might have been discarded by 
the previous operation. 
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FIGURE 2. Complete process for detection of lesions in the brain. (a) Sagittal MRI input image of 520x459 pixels,
(b) image segmented in superpixels with ͵�= 0.1 and 1000 desired clusters (resulting in K = 972 clusters), (c) Zoomed

region where small clusters are shown circled in green (top), result of the fusion process where small regions were merged 
(bottom), (d) Result of GMMF segmentation with 10 iterations, ͽ�= 0.1 and k = 0.1, (e) Isolated brain area, (f) Segmentation

of the intensity-adjusted brain region in 5000 super-pixels, resulting in K = 5453 clusters after connected component
were found, (g) GMMF segmentation of the brain region, (h) final result detecting 7 lesions in the white matter

with eccentricity less than 0.9 and area of at least 80. 

This mask, applied to the MRI image, automatically 
isolates the brain for the rest of the image (Figure 2e). 
On the other hand, MS lesions appear in T2 images as 
hyperintense spots; for this reason, an intermediate 
step is to apply a contrast-enhancing intensity adjust-
ment to the isolated brain image to saturate the hyper-
intensities. This operation scales the voxel intensities 
by a factor such that the lowest 3% percentile will be 
saturated to zero, and the highest 3% percentile will be 
saturated to 255 (in an 8-bit grayscale image), which 
will facilitate the MS lesion detection for the next seg-
mentation procedure.

In the second stage, the SP-GMMF segmentation is 
applied to the intensity adjusted brain image with a 
finer resolution of the SPs; that is, a larger desired 
number of SPs K' (Figures 2f and 2g). To obtain the 
binary mask that contains the MS lesions, the algo-
rithm now isolates the regions that correspond to the 
highest intensity class on the segmentation and labels 
them using a connected component analysis, from 
which the area and eccentricity of each spot can be 
also obtained, as well as the number of potential 
lesions found in the image. Finally, a filtering proce-
dure designed to reduce the number of false-positives 
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is applied, in which hyper-intense spots are reported 
as MS lesions (Figure 2g) only if they fulfill the follow-
ing criteria: they must not be located in the external 
border of the brain (which corresponds to gray matter), 
their area must be sufficiently large (approximately 30 
pixels) and they must not to be too eccentric (maxi-
mum eccentricity of 0.85). 

Roughly speaking, each stage of the process performs 
a binary segmentation of the image: in the first stage 
(brain peeling) the interest is to distinguish between 
background/non-background pixels, whereas in the 
second stage the interest is to distinguish between 
lesion and non-lesion pixels. However, at each stage a 
larger number of classes is considered so that a multi-
modal distribution of one of the binary classes (in this 
case non-background and non-lesion) can be modeled 
as the superposition of multiple classes.

EM* Classi!cation
A revision of the state-of-the-art algorithms for MS 

lesion detection shows that a number of methods are 
based on the popular Expectation Maximization (EM) 
algorithm [4]. The main reason for choosing EM is due 
to a good balance between simplicity, popularity and 
good results in this task. In general, this approach 
assumes that intensities belonging to the structures 
on MRI images follow a Rician distribution that can be 
fairly approximated by a Gaussian distribution [13] [14].

Therefore, each image contains a finite mixture of 
Gaussian distributions and thus the goal is to find the 
parameters that define these distributions and their 
proportions in the mixture. Given the number of 
Gaussian mixture components T, and their respective 
parameters șj =(ȝj , ıj) as well as their weight in the mix-
ture ȕj, for each class j = 1, …, T, the intensity distribu-
tion for any pixel in the image can be expressed as:
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In the first step, all the proportions ȕj are equal to 1/T, 
corresponding to a uniform distribution of classes; 
then, the parameters of the distributions șj are com-
puted, which is called the Expectation step. After that, 
the Maximization step is applied, which consists in 
fixing the șj and then estimating the weights ȕj. Both 
steps compose a single Expectation-Maximization 
iteration, and the EM method stops until convergence 
is achieved. Once the algorithm has converged, each 
pixel is classified with the class label which minimizes 
the Mahalanobis distance between the pixel intensity 
and the corresponding Gaussian component. That is, 
c( ) = arg min{(l( ) - ȝj)2/(2ıj

2)}. 

This popular EM classifier can be used to segment MS 
lesions within the proposed two-step framework for 
comparison purposes against the SP-GMMF classifier. 
Additionally, another proposal for MS lesion segmen-
tation based on EM is presented here. Specifically, the 
two-step algorithm can be implemented, first using 
SP-GMMF to segment the brain, and then using EM at 
pixel level classification to segment MS lesions. For 
simplicity, this algorithm will be called EM*. Notice 
that, both EM* and EM methods follow the same MS 
lesion classification of the proposed SP-GMMF method. 
In other words, EM* and EM methods, in the first step 
of the algorithm obtain a mask of the brain, then an 
intensity adjustment operation is applied to the 
masked region, and finally in the second step, the EM 
algorithm is applied to the intensity-adjusted brain, 
and the same discrimination criteria is applied to 
obtain the MS lesions. 

RESULTS AND DISCUSSION
For comparison purposes, both SP-GMMF and EM* 

were tested and compared against EM using both syn-
thetic and real brain MRI images. A brief summary of 
the details for each algorithm is shown in Table 1. 
Experimental results were obtained using the 
BrainWeb dataset [27] and several MRI images (axial 
and sagittal sequences) from two subjects positively 
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diagnosed with MS of the Central Hospital in San Luis 
Potosí, México. Accuracy and reliability of the results 
were primarily measured using the Dice Similarity 
Coefficient (DSC) defined as:
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where R is the estimated set of pixels corresponding 
to MS lesions obtained from the segmentation process, 
and GT corresponds to the Ground Truth. In the case of 
the BrainWeb set the ground truth was available on the 
BrainWeb site, and for real images, the GTs were man-
ually obtained by one expert MS physician from the 
Central Hospital and validated by another expert from 
the same institution. In addition to DSC, the Sensitivity 
(SEN) and the average absolute difference between the 
number of lesions (ADNL) were computed as well.

TABLE 1. Block diagram of the proposed
method SP-GMMF.��������
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The parameters for the first step (brain peeling) with 
SP-GMMF and EM* methods were: K' = 1000 desired 
number of SPs, Ȗ�= 0.1, ț = 0.1 and Ȝ = 0.1 with 10 Gauss-
Seidel iterations. The number of classes was C = 5, and 
their means were initialized by the k-means algo-
rithm; the class with lowest mean intensity corre-
sponds to the background, while the other classes 
correspond to the different anatomical structures in 
the image; however, it is important to recall that in 
this stage of the process we are interested in the larg-
est connected non-background region, so the 
non-background classes are merged into a single class 
for this purpose. For the MS lesion detection stage, the 
parameters for the SP-GMMF and EM* were K' = 5000 
for a finer resolution, ț = 0.1, Ȝ = 2 and Ȗ = 5 , with C = 7, 

with class means also initialized by the k-means algo-
rithm; here, the class with highest mean intensity is 
considered to represent MS lesions. With respect to the 
EM method, the only parameter is the number of the 
classes, which we set C = 5 for the brain peeling stage 
and C = 7 for the MS lesion detection stage; class 
means are also initialized by k-means. Finally, in the 
False-Positive discrimination step, the criteria were a 
minimum area of 30 pixels and minimum eccentricity 
of 0.85 for all the algorithms. All parameters, includ-
ing the number of classes considered at each stage, 
were optimized experimentally to maximize the DSC 
for real images from Subject 2 (see below).

Results from synthetic images
Data for these experiments consisted on simulated 

181×217×181 T2-weighted MRI volumes from the MS 
Lesion Brain Database in Brain Web [27] with slice thick-
ness of 1mm, noise levels of 0%, 1%, 3%, 5%, 7% and 
9%, and intensity non-uniformity (INU) of 0% and 
20%. A total of 12 volumes were used for the experi-
ment. The experiment with synthetic MRI images was 
designed to test the robustness to noise and INU. For 
evaluation purposes, experiments were performed 
selecting only the four slices that contain the highest 
number of MS lesions, corresponding to slices 31 to 34. 
BrainWeb does not provide T2-FLAIR images so T2 
images were used instead for this experiment; how-
ever, the ventricles appear with high intensity in T2 
images and are easily confounded with MS lesions; for 
this reason, only four slices that do not contain the 
ventricles were used. 

FIGURE 3. Application of the EM and SP-GMMF
algorithms to slice 32 of the BrainWeb volume. 
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For illustration purposes, Figure 3 shows the results 
from the application of EM and SP-GMMF to slice 32 of 
the BrainWeb volume, where yellow regions corre-
spond to true positive estimations, green regions cor-
respond to false negatives and red regions correspond 
to false positives. Average results for these images are 
summarized in Figure 4.

FIGURE 4. Average results of DSC and Sensitivity (SEN)
from applying the EM, EM* and SP-GMMF methods on

the BrainWeb images (slices 31 to 34).

Under low noise conditions (noise level <= 3%) and 
uniform intensity levels (INU = 0%), SP-GMMF achieves 
DSC values between 0.49 and 0.79 in average. However, 
when INU is increased to 20%, DSC values decrease 
approximately by a half, except in the case for 1% 
noise, in which the DSC values are maintained. 

Additionally, a statistical analysis has been performed 
in order to determine if there exist significant differ-
ences in the performance indices (DSC and Sensitivity) 
between the different methods under study.

For this analysis, results for all noise levels were 
grouped so that each group consists of 24 data points 
(4 slices with 6 noise levels) for each method and INU 
level. 

First, the Kruskal-Wallis non-parametric test was 
performed to see if there were differences in DSC or 
Sensitivity among the three methods for different INU 
levels; in all cases, significant differences (p < 0.05) 
were found. Post-hoc testing was then performed 
using the Kolmogorov-Smirnov and Mann-Whitney U 
tests, in order to determine which methods showed 
performance differences. The resulting p-values are 
summarized in Table 2.

TABLE 2. Results (p-values) from the Kruskal-Wallis
(KW), Kolmogorov-Smirnov (KS) and Mann-Whitney

U (MW) statistical tests to determine the existence of 
significant differences in performance measures (DSC

and Sensitivity) between the methods under study
(SP-GMMF, EM and EM*). P-values lower than 0.05 are 

shown in bold face, indicating significant differences 
among the methods in the corresponding row.
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Furthermore, in order to determine the effect of 
intensity non-uniformity, a paired Wilcoxon test was 
performed to determine if there exist significant dif-
ferences between INU levels 0% and 20% for each 
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method. Significant differences in DSC values were 
found for EM* (p=0.009) and SP-GMMF (p=0.002), 
and also in Sensitivity for EM* (p=0.036) and 
SP-GMMF (p=0.002, whereas EM did not show signif-
icant differences.

Results from real images
Another set of tests was performed with T2-FLAIR 

volumes from two MS patients acquired at the Central 
Hospital in San Luis Potosí, México, with a 1.5T MRI 
scanner. Images from Subject 1 (S1) were sampled 
approximately at 6.1 mm per slice, with each slice hav-
ing a size of 512×512 pixels. For this test, four slices 
with visible MS lesions were selected: two axial and 
two sagittal.

The data set from the second subject (S2) is com-
prised by eight 256×256 axial images (A) and eight 
288×288 sagittal images (S). Average results from the 
segmentation of these images using the methods 
under testing (EM, EM* and SP-GMMF) are shown in 
Table 3. Figure 5 shows boxplots of the DSC and SEN 
results.

TABLE 3. Average results (±standard error of mean) for
real T2-FLAIR brain MRI images. Computed indices are: 
Dice Similarity Coefficient (DSC), Sensitivity (SEN) and 

Absolute Difference in Number of Lesions (ADNL – with
the number of total lesions found shown in parentheses). 

Best results for each column are shown in bold face.
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 Figure 6 shows the results of the EM* and SP-GMMF 
algorithms for a few selected slices. Results are shown 
using the green channel for the true lesions and the 
red channel for the estimated lesions, so that yellow 
regions correspond to true positives, and green regions 
to false negatives. Statistical tests were also performed 
to determine if significant differences exist in the per-
formance measures (DSC, Sensitivity and ADNL) 
among the three methods. In this case, however, the 
Kruskal-Wallis test did not report any evidence of sig-
nificative differences; therefore, no post-hoc tests 
were applied.

Discussion
Experiments to test the accuracy of the proposed 

algorithm were perform using both synthetic and real 
MRI images of MS. The statistical analysis of the results 
for synthetic BrainWeb images suggest that INU highly 
affects the performance of the two proposed methods, 
SP-GMMF and EM*, since the DSC and sensitivity were 
strongly reduced when INU was set to 20%. 

FIGURE 5. DSC and Sensitivity for both test subjects
using the EM, EM* and SP-GMMF.
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FIGURE 6. Example of the results obtained with EM* and SP-GMMF. Yellow regions correspond to the true positive 
estimations, where the automatic segmentation coincides with the expert segmentation. Green regions correspond
to false negatives (lesions that the automatic methods did not detect), and Red regions correspond to false positives 

(regions that the automatic algorithm incorrectly reports as lesions).

With respect to the noise level, SP-GMMF shows a 
more consistent behavior with a mild decrease in DSC 
and Sensitivity as the noise increases, suggesting that 
the proposed algorithm is fairly robust to noise. On the 
other hand, it is difficult to characterize the behavior 

of EM and EM* under noisy conditions as their results 
are highly variable, but it seems that the pixel-wise 
approach employed by EM* can be of benefit in the 
lesion segmentation step under higher noise levels. A 
statistical analysis of the performance indices, whose 
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TABLE 4. DSC values reported for different MS
lesion detection algorithms for synthetic (BrainWeb)
and real MRI images. For each method, it is indicated

if the method requires multi-modal images (T1, T2,
PD/FLAIR), and if it requires prior information

in the form of an atlas or user assistance.��������
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results are summarized in Table 2, shows that, in gen-
eral, EM has a significantly lower performance than 
EM* and SP-GMMF, possibly due to errors in the brain 
peeling stage. On the other hand, no significant differ-
ences between EM* and SP-GMMF were found.

In the literature, some methods are applied to the 
BrainWeb data [24] [28] [29] [30] [31] with a high performance 
in DSC. However, their good results are not clearly 
explained, for example, some of them do not mention 
the slice (or slices) used for the tests. In [29], experi-
ments using T1 and T2 images with 3% and 5% of 
noise are shown, obtaining a DSC of 0.782 in the best 
case. These experiments illustrate the main advantage 
of using prior information from an atlas; in general, 
using an atlas is a good option, however, algorithms 
without an atlas could reach similar performance; for 
instance, in [29] they report a DSC = 0.74 with an atlas 
and DSC = 0.75 without atlas. Moreover, they do not 
indicate which atlas is used or how the subject brain is 
registered to the atlas, which suggests they might have 
used the healthy BrainWeb data as atlas in order to 
avoid the registration process; in that case, applying 
the method proposed in [29] to real images would 
require further pre-processing steps which could 
introduce additional errors. In [31], the authors show a 
methodology based in Gauss-Markov model followed 
by curve evolution. Experiments were achieved using 
61 slices (from the 60th to the 120th) using the T1, T2 
and PD images. They obtained very good results since 
DSC is over 0.78 for 3% to 9% of noise. The results 
obtained by Garcia-Lorenzo et al. [28] present an inter-
esting behavior for INU = 0%. The method yields a 
lower DSC = 0.24 for low noise levels (1%), increases its 
performance for 3% and 5% of noise (DSC of 0.65 and 
0.79 respectively), and then decreases at 7% and 9% 
with DSC = 0.6 and DSC = 0.25, respectively. These 
results, along with our own results from Figure 4, sug-
gest that some algorithms perform better when there 
is a mild amount of noise in the images. For instance, 
the EM and EM* algorithms estimate the mean and 

standard deviation of gray intensities for each class; in 
the absence of noise, the standard deviation will 
approach zero, which may cause numerical instabili-
ties; on the other hand, the algorithm in [28] is gradi-
ent-based and may also be affected by untextured, 
noiseless regions. Table 4 summarizes the DSC results 
for various methods mentioned above, along with 
SP-GMMF for comparison purposes.

Despite the sensitivity to INU and noise, experiments 
with real images suggest that the proposed methods 
can be used for a real application with encouraging 
results. Figure 5 shows the boxplots of the DSC and the 
sensitivity for the EM, EM* and the SP-GMMF meth-
ods. For Subject 1, SP-GMMF shows better DSC and 
sensitivity than the EM based methods. For Subject 2, 
the results show a considerable variability between 
slices; in general, SP-GMMF presents a higher median 
DSC but a lower sensitivity in the case of the sagittal 
images. Table 3 summarizes the average DSC, sensitiv-
ity and ADNL of the proposed methods, where the best 
result is highlighted in boldface. In this case, the best 
DSC performance is obtained by the SP-GMMF method 
with a competitive average DSC of 0.6968 for Subject 1 
and average DSC of 0.5762 and 0.4544 for Subject 2 
axial and sagittal images, respectively. SP-GMMF also 
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presents the highest average sensitivity. Nevertheless, 
the best ADNL is obtained by the EM* method; this is 
interesting because the number of lesions is one of the 
main clinical indices to characterize the progress of 
the MS disease. To our knowledge, only a few works in 
the literature report results with real images. In [30], 
they report results from three different patients for 
which they can obtain DSC values of 82%, 56%, and 
52%, respectively. In [28], experiments with 10 patients 
yield DSC values between 40% and 75%. Considering 
that the authors of these works use multi-modal 
images (combining T1-w, T2-w, FLAIR and PD) with 
high resolution, we consider our results (DSC between 
45% and 69%) to be competitive for low-resolution 
single modality imaging.

Finally, we discuss the differences in the false positive 
lesions reported by the proposed methods, as shown in 
Figure 6. Ideally, the algorithm should report no false 
negatives while keeping the number of false positives 
as low as possible. For subject one, SP-GMMF shows 
more accuracy because there are more yellow regions 
(true positives) and less red regions (false positives) 
than the segmentations obtained by the EM*, particu-
larly in the sagittal image. For subject two, the advan-
tage of SP-GMMF versus EM* is not clearly evident as 
they show almost the same yellow regions. Nevertheless, 
a detailed inspection of these images suggests that the 
EM* segmentation tends to generate a higher number 
of false positive (red regions), possibly due to the lack 
of regularization, such as the one induced by using 
superpixels, at the MS lesion detection stage. 

CONCLUSIONS
An automatic algorithm to detect and segment 

Multiple Sclerosis lesions from T2 MR images was pre-
sented. The proposed method is based on a segmenta-
tion process where the image is subdivided into con-
nected clusters (superpixels) which are then labeled 
according to their average intensity using Gauss-
Markov Measure Field model. The segmentation pro-

cess is applied two-fold: first to isolate the brain 
region, and then to detect hyperintense spots within 
the brain region. Finally, some of the false positives 
are discarded depending on their area and eccentric-
ity. An experimental test using synthetic images from 
the BrainWeb database shows that the proposed seg-
mentation has strong advantages against the popular 
EM method, even under noisy conditions. While 
SP-GMMF is fairly robust to noise, it is very sensitive to 
non-uniformity, so additional pre-processing might be 
required for some images to deal with the spatial 
intensity variations. In the case of real MRI images, 
SP-GMMF maintains its advantages against EM, 
although using EM for detecting hyperintense spots 
(once the brain region has been isolated) has shown 
benefits, such as a more accurate lesion count. In brief, 
the SP-GMMF produces competitive results with sin-
gle-modality, low-resolution images; it is also fully 
automatic and does not depend on prior anatomic 
information. Thus, SP-GMMF and EM* could be ade-
quate image processing tools for low-resource institu-
tions. We are currently working on implementing the 
proposed algorithms as part of an interactive applica-
tion that can be used for clinical purposes, where an 
expert physicist can manually refine the segmentation 
by setting post-processing parameters in real-time and 
deleting spurious lesions, and then obtain indices 
such as the number and volume of lesions.
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ABSTRACT 
Gait is the main locomotion way for human beings as an autonomous decision. Due to the increase in people with 
walking disabilities, the precision in gait analysis for purposes in clinical diagnosis, sports medicine or biomechani-
cal research for the design of assistive technologies is of special relevance. The literature reports notable contribu-
tions in technological developments with diverse applications; and in some cases, algorithms for characterization 
and gait analysis; however, more studies related to gait kinematics are necessary, such as the solution proposed 
in this work. In this paper, we focus on studying the forward kinematics of the lower limbs in human gait, using 
in a novel way quaternions algebra as mathematical tool and comparative analysis with classical methods is esta-
blished. Gait analysis unlike other works is carried out by evaluating the rotational and tilting movements of the 
pelvis, !exion-extension of the hip and knee; as well as dorsi!exion and plantar!exion of the ankle. Finally, an as-
sessment of normal, mild crouch and severe crouch gaits in the three anatomical planes is performed; and a metric 
based on the Euclidean norm in the cartesian space is used to evaluate these gaits. 
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INTRODUCTION
Gait analysis has been used to evaluate different con-

ditions in sport sciences, biomechanics and clinical 
diagnosis [1]. In clinical environments, this assessment 
tool has been applied to diagnose: hemiplegia [2], 
Achilles tendinopathy [3], inversion sprains [4], 
Parkinson's disease [5], hip arthroplasty [6], knee osteo-
arthritis [7], idiopathic scoliosis [8], cervical myelopathy 
[9], among others. In the same way, gait analysis has 
allowed to estimate the progress of patients rehabili-
tated after a stroke [10]; or simply to determine the joint 
displacement in the hip, knee and ankle [11] [12]. In this 
paper, we focus on studying the kinematics of the lower 
limbs in human gait based on quaternions algebra. 

On the other hand, quaternions are useful to perform 
a rotation of vectors in a 3D space [13]. Today, they are 
widely used in computer graphics, multirotor tracking 
and control approaches, and kinematics and dynamics 
of rigid bodies [14]. Therefore, the free representation of 
the quaternions in the Euclidian space has also been 
used in navigation, computer-aided design and com-
puter vision [15].

Recently, interest in robotic developments has been 
increased. The most well-known methods for robot 
kinematics are the Denavit-Hartenberg convention [16] 
and geometric methods [17]. Therefore, most of the 
work done to model robot kinematics using quaterni-
ons continues to follow the D-H approach, wasting 
quaternions capacity [15]. Some robotic applications 
have been focused on gait approaches to establish the 
imitation of human gait. For example, a robotic plat-
form for the kinetics and kinematics characterization 
during gait has been used [18]. Therefore, mathemati-
cal models that associate forward kinematics of posi-
tion are required [19]. For this reason, in this work we 
present a theoretical approach for modeling forward 
kinematics of position of the lower limbs for human 
gait using quaternions algebra not based on the D-H 
convention. 

Related work
Some methods have been proposed in the literature 

for the three-dimensional analysis of gait kinematics 
using wearable sensors and quaternions algebra [20] [21]. 
In the first work, the initial orientations are computed 
by quaternions of the inertial sensors placed in pelvis, 
femur, tibia and foot, which are acquired from the 
acceleration data, while the angular displacement is 
defined from the angular velocity. Subsequently, the 
orientations of the independent body segments are 
obtained from the sensor’s orientation and the calibra-
tion rotation matrix, to then synthesize a 3D model of 
the whole body concerning the global reference frame. 
Similarly, the algebra-based position of quaternions of 
the frame of each joint is obtained from the gyroscope 
and the accelerometer signals [21]. Therefore, in addi-
tion to the existence of position estimation error 
derived from the use of inertial sensors, in both works, 
there is a low performance in the gait analysis, since 
anthropometry is not directly considered and, the 
joint system is handled by an independent structure 
and not as a serial chain.

On the other hand, in the work [22], a local analysis of 
the stability of the joints during walking is carried out 
using a marker-based optical system. This implies that 
forward kinematics of position is also obtained from 
the position of the markers and the calibration test [5] [6] 
[7]. In addition to what has been mentioned in this sec-
tion in the aforementioned works, only the hip, knee 
and ankle are analyzed, that is why, to have greater 
precision in the kinematic calculation of gait, it is nec-
essary to include the rotational and tilting movements 
of the pelvis. 

Problem statement
Generally, the normal gait pattern is established in 

the joint space [23] and independently from each ana-
tomical movement of each joint structure. Which lim-
its the global perception of the performance of the 
joint system and the use of well-known metrics such 
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as speed, cadence and stride length, which are estab-
lished in the operational space (gait space) and are 
related to anthropometry of the individual. Therefore, 
the calculation of direct kinematics is necessary to 
determine the gait pattern in cartesian space as a func-
tion of joint variables.

Although the well-known Denavit-Hartenberg DH [16] 
convention and geometric [17] methods can solve well 
the forward kinematics of position in the sagittal plane 
of the 3 DoF joint system of the lower limbs (Figure 2), 
if the number of degrees of freedom of analysis in the 
transversal and frontal planes is increased as in the 8 
DoF system (Figure 3), these methods require a more 
complex mathematical modeling and are less flexible 
in the description of the evolutions of the system of 
the extremities with respect to the orthonormal frame 
of reference. Therefore, a method of lower mathemati-
cal complexity, with a low computational cost and that 
requires little storage capacity [15] is required for the 
analysis of the gait in cartesian space as the one pro-
posed in this contribution.

Proposed solution
In this work, a method to calculate the forward kine-

matics of position of the articular system of the lower 
limbs during gait, using quaternion algebra as a math-
ematical tool is proposed. To this end, the modeling of 
the articular system of the lower extremities is estab-
lished as an open serial chain, which allows obtaining 
a global performance of the system and a reference 
pattern of normal gait in the operational space. Also, 
the analysis in the gait space allows the evaluation of 
the metrics of that space and some not common met-
rics for this purpose such as: the Euclidean distance, 
the areas and the centroid between each reference. 
Finally, to evaluate abnormal performances in the car-
tesian space for reference pattern, a comparative anal-
ysis is performed in the 3 anatomical planes for a nor-
mal gait and 2 types of crouched gaits, of which their 
forward position kinematics is calculated from the 

articular anatomical positions related to the rotation 
and inclination of the pelvis, dorsiflexion of the hips 
and knees, as well as dorsiflexion and plantarflexion 
of the ankles.

Paper organization
In this work, the anthropometry and the joint param-

eters considered as the starting point are adapted to [20] 
and [24], respectively. Subsequently, mathematical 
modeling is proposed to calculate the forward kine-
matics of position of the 3 DoF lower limbs joint sys-
tem (Figure 2), which directly considers anthropome-
try, using the methods: i) geometric, ii) Denavit-
Hartenberg and iii) quaternions. Later, due to the 
increase in complexity, the modeling of the forward 
kinematics 8 DoF system (Figure 3) is developed using 
quaternions, a simulation of the kinematics is per-
formed and the cartesian coordinates and joint vari-
ables of both extremities are visualized. Finally, a 
metric based on the Euclidean distance between both 
ends of the feet (big toe), ankles and knees are calcu-
lated.

To describe the work done, this paper is organized as 
follows: Related work, problem statement and pro-
posed solution are described in the introduction sec-
tion. In the materials and methods section, the math-
ematical modeling for the calculation of the forward 
kinematics of position of joint systems and lower 
limbs using the methods: i) geometric, ii) Denavit-
Hartenberg and iii) quaternions algebra, is presented. 
The analysis and discussion of results is shown in the 
corresponding section and finally, the last section 
focuses on the conclusions. 

MATERIALS AND METHODS
Kinematics is the study of the motion of mechanical 

systems without regard to the cause of the motion. 
The most well-known methods for forward kinematics 
of position of robots are the Denavit-Hartenberg con-
vention [16] and geometric [17] methods. In this work, 
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the lower limb joint system is considered as a set of 
rigid links connected together at various joints during 
the swing phase of the gait cycle. Therefore, the meth-
odologies used in robotics such as: i) geometric method 
ii) D-H) and iii) quaternions [25], can be used to calcu-
late the forward kinematics of position of the lower 
limbs during gait, which is described as follows. 

Forward kinematics of lower limbs
 

Hip – knee - ankle system (HAK) 
To develop the kinematic analysis in this work, the 

anatomical terms describing the relationships of the 
different parts of the body are based on the anatomical 
positions of sagittal, frontal and transverse planes; 
and their main directions [23]. Firstly, we develop a syn-
thesis of forward kinematics of position of 3 DoF sys-
tem as a planar robot, whose home position in (Figure 
2) of the first link is on the y0R(-) axis of the origin of 
the base frame OȈ0R, and the origins of the orthonor-
mal frames of the robot correspond with the reference 
points of the joints of the human's lower right limb 
model (Table 1). In this case, the anatomical sagittal 
plane corresponds to the x-y plane of the robot, while 
that z0R(+), x0R(+) and y0R(+) axes correspond to the 

right, front and top directions, respectively [23]. The 
model features lower limb right joint as 3 rigid-body 
segment 1) femur, 2) tibia and 3) foot and the anthro-
pometry is adopted from [20]. The relative motion of 
these segments is defined successively by quaternions 
algebra. 

Let, l1R , l2R, l3R, Q1R, Q2R and Q3R the anatomical length 
dimesions of femr, tibia and foot, and the flexion-ex-
tension angles of the hip and knee, as well as dorsi-
flexion and plantarflexion of the ankle, of the right 
lower limb, respectively. Then, if we consider symme-
try for the left limb it is possible to apply the methods 
mentioned in the previous section to get forward kine-
matics of position for both right (denoted by subscript 

FIGURE 1. Methodology for the modeling and visualization of the forward kinematics of position of the
lower limbs during gait using methods: i) geometric, ii) Denavit-Hartenberg and iii) quaternions for joint

and anthropometry variables established in [20] and [24], respectively.

TABLE 1. Correspondences between the
orthonormal frames of the 3 DOF planar robot
and the join references of the body (Figure 2).��������
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R) and left (denoted by subscript L) limbs. Commonly, 
hip, knee and ankle have only been used to analyze 
the gait kinematics [11] [12] [20] [26].

In a 3 DoF planar robot, the width of each servomotor 
and the thickness of the joint bar are determined by 
ȕ1R, ȕ2R and ȕ3R, for simplicity in this case, these values 
are equal to 0. The placement of the ziR axes coincide 
with the axes of rotation of the joints, while the xiR axis 
is assigned in the direction of the link and the yiR axis 
according to the right-hand rule. Meanwhile, q1R, q2R 

and q3R are the hip and knee flexo-extension, and 
ankle dorsiflexion and plantarflexion, with respect to 
the z0R, z1R and z2R axis, respectively. 
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Geometric method
The position of the right big toe [x3R, y3R, z3R]T ׫ R3x1 

without orientation, could be obtained geometri-
cally adding a link in the x0R axis direction, whose 
joint is arranged in the Ȉ2R frame origin (Figure 2) 
[17], such that, the coordinates of such position are 
determined as
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a) b)

FIGURE 2. a) Open kinematic chain that represents the 
frames that define joint movements in the sagittal plane.
b) Correspondence of the frames to the musculoskeletal 

reference points in the female model [27].

 where cqiR and sqiR are the cosine and sine transcenden-
tal functions that depend on qiR, respectively.

Similarly, the position of the left big toe could be 
obtained by the D-H convention.

Denavit – Hartenberg convention
If we assume the same configuration (Figure 2), by 

means of the D-H convention [16] the parameters of the 
joints and the links of the right lower limb are shown 
in (Table 2).

a) b)

TABLE 2. Denavit-Hartenberg parameters
for the HAK system (Figure 2).
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Thus, the homogeneous transformation matrices for 
each link can be written as
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Then, applying trigonometric identities D-H proce-
dure [16], the generalized homogeneous transformation 
matrix results as
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where x3R, y3R and z3R are equivalents to the Equation 
(1), Equation (2) and Equation (3) of the geometric 
method. Therefore, the end position of the point OȈ3R 
(x3R, y3R, z3R) is the same using the geometric method 
and the D-H convention. 

Quaternions-based forward kinematics
The four-dimensional space H is formed by the real 

axis and three orthogonal axis, spanned by the princi-
pal imaginaries vectors i= (1,0,0), j=(0,1,0) and k= 
(0,0,1), which obey Hamilton rules [28]: i2= j2= k2= ijk= 
-1. Where multiplication of these imaginaries resem-
bles cross product, such that ij= k, jk= i, ki= j, ji= -k, kj= 
-i, ik= -j.

A quaternion Q= r + xi + y j + z k consists of a real part 
r and a pure part v= xi + yj + zk [13]. Let Q1= a1 + v1 and 
Q2= a2 + v2 two quaternions, then, their product is cal-
culated using the dot product and the cross product as:

��� � 

� ���� � 
���������� � 
���������������
�
�

��� � �

� ���� � 
���������� � 
���������������
�
�

��� � ��� � ��� � ��� � ��
�
�

���
�� ! #

���
 
��
 �� ���
���
 �
 
��
 ���
 �  ��

��

�� �� �� ��
� � � �

�$�

�
�

���
�� ! #


��
  ���
 �� ���

��
 �
���
 
��
 � ��
���

�� �� �� ��
� � � �

�$�

�
�

���
�� ! #

 ��	
  
�	
 �� � �	
��	
 �

�	
  ��	
 � �	

�	

�� �� �� ��
� � � �

�$�

�
�

���
�� � �

������������ ������������� �� ���
������������ ������������ � ���

�� �� �� ���
� � � �

���

�
�




� � �
���� ��	 � ��
 ���
�
 �� ����	 � ��	����
�
�
�

� ! %
� �"�
�"� �"
& ! �

����� � �
�
����� � �

�
����� ��

�

 ! ���)��* � ������ )

�
�*���

�
�

�'
(� ! 
�
����
�
�


�
 ! ��� )
��

� * � �������� )

��

� *�

�
�


�
 ! ��� )
��

� * � �������� )

��

� *�

�
�


	
 ! ��� )
�	

� * � �������� )

�	

� *�

�
�

	���� !��
�
�	����
�
����� �� 
�
�
�
�	����
�
������
�
����� � 
�
�
�
�
	
�	����
	
������
�
������
�
��������
�
�

(8)

 The quaternion Q= a+v also decomposes into a+bu, 
which resembles a complex number, where the imagi-
nary u is a unit-three vector
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Thus, |(|u|)|= 1 and x, y, z are the cartesian coordinates 
of v. Let Q= a + bu, so its conjugate is = a - bu [29].

On the other hand, a rotation of ș around axis u is 
represented as the unit quaternion.
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(10)

Given a unit quaternion Q that represents a rotation, 
then, the rotation around an arbitrary pure vector v ׫ R3 is
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where = cos (    ) - u sin (    ) is the conjugate. 

Then, if we represent the HAK system (Figure 2), by 
quaternions algebra, from Equation (10) the quaternion 
representation of the rotation around the z0R axis is
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Where u1R= [0, 0, 0, k] is a unit vector, q1R is the rota-
tion angle around the z0R axis and OȈ is the rotation 
angle around the z0R axis and OȈ1R= [0, 0, -l1R j, 0] is the 
representation of the home position of the frame Ȉ1R 
origin. Then, the rotated final from OȈ1R using Equation 
(11) is OȈ1Rf= Q1ROȈ1R .

Let us
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FIGURE 3. Proposed kinematic chain representing the frames that define the movements of the
joined system for gait modeling. a) Lower right limb, b) Correspondence of the frames and reference

points in the female musculoskeletal model [27] and c) Lower left limb.
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the quaternions representing rotations with angles q2R 
and q3R around z1R and z2R axes, respectively. u2R= [0, 0, 
0, k], u3R= [0, i, 0, 0], OȈ2R= [0, 0, l2R j, 0] and OȈ3R= [0, l3R 

i, 0, 0], then, in a recursive form the final position dar-
ing the gait cycle of the right could be written as

(15)

For example, for a specific case where q1R= q2R= q3R= 0, 
l1R= l2R= l3R= 1 and ȕ1R= ȕ2R= ȕ3R= 0 we get OȈ3Rf= [0, 2, 
-2j, 1], which corresponds to the same result though 
geometric method and D-H convention.

Pelvis – hip – knee – ankle system (PHAK) 
In this section, to improve the kinematic gait analy-

sis, in addition to the movements of flexion-extension 
of hip and knee, as well as dorsiflexion and plantar-
flexion of ankle [11] [12] [20] [26], rotational and tilting 
movements of the pelvis are added to the previous 
model (Figure 2). The two lower limbs are simultane-
ously considered as open serial kinematic chains and 
the reference frames are reassigned as shown in 
(Figure 3). For this reason, it is possible to calculate the 
forward kinematics of position of the joints and big 
toes of both lower limbs using the previously described 
methods. However, geometric methods and classical 
D-H convention become more complex as degrees of 

�'7+45#��'9+%#/#�&'��/)'/+'3=#��+0.<&+%#�

���
�� + -

���� ���� �	 ��

���� �
*���� ���� 	 *�

����
	� 	� 
� 	�
	 	 	 


�.�� ����

���
�� + -

���� *���� �	 ���
���� �
���� ���� 	 ��
����
	� 	� 
� 	�
	 	 	 


�.��
����

���
�� + -

*���� *���� �	 �*��
���� �
���� *���� 	 ��
����
	� 	� 
� 	�
	 	 	 


�.��
�
��

�*'/��#11-:+/)�53+)0/0.'53+%�+&'/5+5+'4�����130%'&63'�	
��
!�
"�� 5*'� )'/'3#-+;'&� *0.0)'/'064� 53#/4(03.#5+0/�	

�
.#53+9�3'46-54�#4��	
��

���
�� � �

����	���	��� �����	���	��� �� 	�

����	���	��� ����	���	��� � 
�


�� �� �� ��

� � � �

���� ����

8*'3'���
���
�#/&���
�#3'�'26+7#-'/54�50�5*'��26#5+0/�	
��
�
3�� �26#5+0/�2�3� #/&� �26#5+0/� 2�3� 0(� 5*'� )'0.'53+%�	
��
.'5*0&�� �*'3'(03'�� 5*'� '/&� 104+5+0/� 0(� 5*'� 10+/5�	���
���
2��
 � ��
 � ��
3� +4� 5*'� 4#.'� 64+/)� 5*'� )'0.'53+%�	���
.'5*0&�#/&�5*'�����%0/7'/5+0/���	�	�

������

�
��������	��������

����
���	�
�

�*'�(063�&+.'/4+0/#-�41#%'� ��� +4�(03.'&�$:�5*'�3'#-�	���
#9+4�#/&�5*3''�035*0)0/#-�#9+4��41#//'&�$:�5*'�13+/%+1#-�	���
+.#)+/#3+'4� 7'%5034� ! + � 2
�	�	3�� " + 2	�
�	3� #/&���������	�
�
# +� 2	�	�
3��8*+%*�0$':��#.+-50/�36-'4�!	�"��!� + "� +	���
#� + !"# + *'��  *'3'� .6-5+1-+%#5+0/� 0(� 5*'4'�	���
+.#)+/#3+'4� 3'4'.$-'4� %3044� 130&6%5�� 46%*� 5*#5� � !" +	���
#� "# + !� #! + "� "! + *#� #" + *!� !# + *"���	���

��26#5'3/+0/��� + ��� ) ��!� ) ���"� ) ���#�%0/4+454�0(�#�	���
3'#-�1#35���#/&�#�163'�1#35�% + �!� ) ���"� ) ��#�!�
"���'5�	�	�
�
 +���
 ) %���#/&� �� +���� ) %�� 580� 26#5'3/+0/4��	�
�
5*'/��5*'+3�130&6%5�+4�%#-%6-#5'&�64+/)�5*'�&05�130&6%5�#/&�	���
5*'�%3044�130&6%5�#4��	���

���� � ������ �
� � �
� ����
� �� ���
� � �
����
��� ����

�*'� 26#5'3/+0/� � + � ) %� #-40� &'%0.104'4� +/50�������	�
�
� ) �$��8*+%*�3'4'.$-'4�#�%0.1-'9�/6.$'3��8*'3'�5*'�	���
+.#)+/#3:�$�+4�#�6/+5�5*3''�7'%503�	���

$ + /
� �,�
�,� �,
0 + �

����� ! )
�
����� " )

�
�����#��

�

����

�*64�� � 1�$�1 + 
� #/&� �� �� ��� #3'� 5*'� %#35'4+#/�	���
%003&+/#5'4�0(�%���'5��� + � ) �$�� �40�+54�%0/,6)#5'�+4�	���
�( + � * �$�!	�"��	���

�/� 5*'� 05*'3� *#/&�� #� 305#5+0/� 0(��� #306/&� #9+4�$� +4�	�	�
3'13'4'/5'&�#4�5*'�6/+5�26#5'3/+0/���	�
�

� + ��� 6��7 ) $����� 6
�
�7��� �����

�+7'/� #�6/+5� 26#5'3/+0/��� 5*#5� 3'13'4'/54� #� 305#5+0/��	���
5*'/��5*'�305#5+0/�#306/&�#/�#3$+53#3:�163'�7'%503�%������	���
+4�	�
�

�2�3% + �%�(��� �����

8*'3'��( +� ��� 6��7 * $����� 6
�
�7��+4�5*'�%0/,6)#5'����	���

�*'/��+(�8'�3'13'4'/5�5*'�����4:45'.���+)63'�	���$:�	���
26#5'3/+0/4�#-)'$3#��(30.��26#5+0/������5*'�26#5'3/+0/�	���
3'13'4'/5#5+0/�0(�5*'�305#5+0/�#306/&�5*'���	
�#9+4�+4�
���

�

 + ��� 6
�


� 7 ) $������� 6

�


� 7� ��	��

 *'3'� $�� + 4	�	�	� #5� +4� #� 6/+5� 7'%503�� �

� +4� 5*'�
���
305#5+0/� #/)-'� #306/&� 5*'� � �	
� #9+4� #/&������������������������
�	�

&�� +�!�������

"��"� +4� 5*'� 3'13'4'/5#5+0/�0(� 5*'�*0.'�
�
�
104+5+0/�0(�5*'�(3#.'��

�03+)+/���*'/��5*'�305#5'&�(+/#-�
���
(30.� 
&��� � 64+/)� �26#5+0/� ����� +4� 
&��� +
���
�


&���

(((((���
�
�

�'5�64�
���

��
 + ��� 6���� 7 ) $������� 6
���
� 7�� ��
��

��
 + ��� 6���� 7 ) $������� 6
���
� 7�� �����

5*'� 26#5'3/+0/4� 3'13'4'/5+/)� 305#5+0/4�8+5*� #/)-'4���
��
���
#/&� ��
� #306/&� �

� #/&� ��
� #9'4�� 3'41'%5+7'-:������������
���
$�� + 4	�	�	� #5�� $�� + 4	� !� 	�	5�� 
&�� + 4	�	��
���
��
"� 	5�#/&�
&�� + 4	� ��
!� 	�	5�� 5*'/�� � +/�#� 3'%634+7'�
���
(03.����5*'�(+/#-�104+5+0/�&#3+/)�5*'�)#+5�%:%-'�0(�5*'�3+)*5��
�	�
%06-&�$'�83+55'/�#4��
�
�


&��� +���

�
&����

((((( �)
��

���
�
&�����
(((((��

((((( )

�

���
���
�
&�����
(((((���
(((((��

(((((���
�����

�03�'9#.1-'��(03�#�41'%+(+%�%#4'�8*'3'���

 �+ ��
 �+
���
��
 �+ 	����

 + ��
 + ��
 + 
�#/&��

 + ��
 + ��
 +
���
	�8'�)'5� &��� + 4	�	�*�"� 
5���8*+%*�%033'410/&4� 50�
�
�
5*'� 4#.'� 3'46-5� 5*306)*� )'0.'53+%� .'5*0&� #/&� ����
���
%0/7'/5+0/��
���



J. C. González-Islas et al. Biped Gait Analysis based on Forward Kinematics   Modeling using Quaternions Algebra 63

freedom increase [16] as in this model. While the qua-
ternion-based method presented as following, rep-
resents a flexible and precise tool for this approach.

In system PHAK (Figure 3), the model features the 
lower limbs as 7 rigid-body segments 1) pelvis, 2) right 
femur, 3) left femur, 4) right tibia, 5) left tibia, 6) right 
foot and 7) left foot. The relative motion of these seg-
ments is defined successively by quaternions algebra. 
The anthropometry is adopted from [20]. The cartesian 
frames Ȉ0, Ȉ1, Ȉ2, Ȉ3 and Ȉ4 correspond to the references 
placed on pelvis, hip, knee, ankle and big toe, respec-
tively, in both lower limbs. Let us define the origin of 
the cartesian frames as a quaternion as OȈ1R= [0, 0, 0, 
l1R k], OȈ2R= [0, 0, -l2R j, 0], OȈ3R= [0, 0, -l3R j, 0], OȈ4R= [0, 
l4R i, 0, 0]. The quaternions Q1R, Q2R, Q3R, Q4R and Q5R 
with u1R= [0, 0, j, 0], u2R=[0, i, 0, 0], u3R= u4R= u5R= [0, 0, 
0, k], is the quaternions representation of the rotation 
and tilting movements of the pelvis, flexo-extension 
of hip and ankle, as well as dorsiflexion and plantar-
flexion of ankle, respectively. Finally, l1R, l2R, l3R and l4R, 
are related with the lengths of pelvis, femur, tibia and 
foot. Thus, recursively the position of the right big toe 
is calculated from Equation (11) as

(16)
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Similarly, the position of the left big toe could be cal-
culated and expressed as:

(17)
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Once the forward kinematics of the position of both 
lower limbs has been obtained, a simulation and visu-
alization corresponding to the HAK (Figure 2) and 
PHAK (Figure 3) systems are carried out for the types 
of gait: i) normal, ii) mild crouch and iii) severe crouch. 

The computational implementation on Matlab® of the 
quaternions method to calculate the forward kinemat-
ics of position of the PHAK system is represented in 
the following flow chart (Figure 4). In the same way. 
the algorithm is applicable for the HAK system.

FIGURE 4. Flowchart for the computational
implementation for the forward kinematics of

position using quaternions algebra.

Where, the input data q1R, q1l, q2R, q2L, q3R, q3L, q4R, q4l, 
q5R, q5l are the values of the angles for rotation and tilt 
of the pelvis, flexo-extension of hip and knee, as well 
as, dorsiflexion and plantarflexion of the ankle, for 
both extremities, respectively. N is the number of sam-
ples per gait cycle. These values were adopted from de 
gait2392_simbody model [24] for each gait (Table 4). 
This model is a three-dimensional, 23-degree-of-free-
dom computer model of the human musculoskeletal 
system. While, l1R, l1L, l2R, l2L, l3R, l3L, l4R, l4L, pelvis, 
femur, tibia and foot anthropometry was adopted 
from [20]. The proposed method in this work allows a 
flexible and transparent coupling of the joint angles 
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FIGURE 5. View in the sagittal plane of 6 states of the kinematics of the lower limbs in (0, 20, 40, 60, 80 y 100) %
of the normal gait cycle. a) Biomechanical simulation platform [24] and b) Quaternions-algebra based platform.

a)

b)

and anthropometry to determine the forward kine-
matics of position. u1R, u1L, u2R, u2L, u3R, u3L, u4R, u4L, u5R, 
u5L were proposed according to the configuration of 
the model in (Figure 3).

Next, iteratively for all the sampled of the gait, based 
on Equation (10), the quaternions that represent each 
corresponding movement are calculated. And sequen-
tially from Equation (11), the positions of each joint 
reference are calculated.

Finally, for each iteration a graphic representation of 
the pattern of each type of gait in that corresponding 
sample can be made. The data of the cartesian posi-
tions of each joint are stored to be compared later.

RESULTS AND DISCUSSION
In this section, the most relevant results of this work 

are presented and described. Then, in order to pres-
ent the movement pattern of the gait model [24] 

TABLE 3. Movement models used from
gait2392_simbody.osim [24] .
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(Figure 4a) and the one proposed in this work (Figure 
4b), visualizations in the sagittal plane of 6 states (0, 
20, 40, 60, 80, and 100) % of a normal gait cycle for 
both methods are shown. The values of the angles 
and anthropometry used are those described in the 
previous section. To highlight part of the contribu-
tion of this work, we include the visualization of the 
same states and conditions for the same gait for the 
frontal plane (Figure 5) and the superior transverse 
plane (Figure 6), in which it is possible to appreciate 
rotating and tilting movements of the pelvis, respec-
tively. These movements have been included in this 
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FIGURE 6. View in the frontal plane of 6 states of the kinematics of the lower limbs in (0,20,40,60,80 y 100) %
of the normal gait cycle. a) Biomechanical simulation platform [24] and b) Quaternions-algebra based platform.

a)

b)

work unlike others that have not, which substantially 
improves the precision in the calculation of the kine-
matics of the lower limbs. 

For the computational implementation in our 
approach the base frame Ȉ0 is considered in an abso-
lute way, that is, the translational movement of the 
pelvis has not been considered. The blue vertical line 
in (Figures 5, 6 and 7) indicates the end of the stance 
phase (60% of the cycle) and the beginning of the 
swing phase (40% of the cycle).

In the 3 figures, the gait pattern generated by the 
mathematical quaternion-based model is similar to 
the OpenSim® biomechanical model [24], which is very 
important, since a more practical and less complex 
implementation can be done with the method based 
on quaternions than with the D-H convention. 
Furthermore, as it can be seen, it is possible to approx-
imate the gait pattern of a 23 DoF model [24], with an 8 

DoF model like the one proposed in this work, which 
implies the reduction of orthonormal frames and with 
it, the instrumentation required for the measurement 
joint variables are also simplified. In addition to the 
above, it is possible to model the lower extremities as 
an analytically open serial chain with quaternion alge-
bra and simplify the fact of modeling each joint inde-
pendently.

The most widely analyzed joints in the literature are 
the hip, knee and ankle. In crouched gaits, dorsiflex-
ion and plantarflexion of the ankle are pronounced, on 
average more than 15° from normal gait. The crouch 
pattern is generally a problem presented by people 
with cerebral palsy [30] [31], as well as spastic diplegia 
and quadriplegia [32] [33]. Disability as a result of a cere-
brovascular accident or other types of accident has an 
evolution that dominates from the stroke phase, 
immediately after the accident, to a phase of low to 
severe spasticity, due to the inattention of the patient 
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FIGURE 7. View in the transverse plane of 6 states of the kinematics of the lower limbs in (0,20,40,60,80 y 100) %
of the normal gait cycle. a) Biomechanical simulation platform [24] and b) Quaternions-algebra based platform.

a)

b)

in tasks of rehabilitation. The diseases are the same, 
the level of progress that makes the disease critical, 
changes over time to worsen or improve. Therefore, 
the analysis of the variation of the angular amplitude, 
maximum and minimum points of occurrence and 
shape factor of the angles of the joints is extremely 
important to determine the evolution of a patient in 
conditions of disability.

In addition to the joint and geometric parameters of 
the lower limbs, the calculation of the forward kine-
matics of position of the hip, knee, ankle and big toe of 
the right (Figure 8) and left (Figure 9) lower limbs is 
very important for gait analysis.

In (Figure 8) and (Figure 9), the positions of the refer-
ence frames of the hip, knee, ankle and big toe in the 
sagittal plane for each limb, respectively, provide 
information on the behavior in the operational space 
of the gait. It is possible through these graphs to deter-

mine the differences between a normal gait and patho-
logical gaits in relation to the range of motion and 
shape factor. Which is very useful in the clinical diag-
nosis and in the treatments related to gait problems.

In (Figure 8a), regarding the positions of the hip 
frames, it is observed that for a normal gait, both the 
right and the left move around the origin (z axis), 
while in the abnormal gaits the centers of position 
shift .02 m, and 08m for mild crouch and severe 
crouch, respectively. In addition to highlighting the 
shape pattern, which makes evident a flexion in the 
hip for abnormal gaits. The joints have the same shape 
pattern for the 3 types of gait and only a decrease in 
movement of approximately 40% is observed. 
However, the same does not occur for the left limb, 
since the movement factor is far between normal gait 
and abnormal gait, in which the severity of gait 
increases, thereby decreasing the movement in the 
operational space.
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Conventional methods establish a gait analysis from 
the comparison of the gait pattern associated with each 
bone structure in its corresponding anatomical plane 
with the performance of the studied subject. This activ-
ity represents exhaustive work to establish a diagnosis, 
particularly when the performance of one bone struc-
ture depends on some other (in the same lower extrem-
ity or the other). However, analyzing performance glob-
ally significantly reduces analysis time, particularly 
when running in operational space or gait space; thus, 
being possible to evaluate classical metrics, and other 
proposals that better describe the anomaly.

The position of the joints is useful to improve the ana-
tomical models or attachments that help to walk. 
Likewise, obtaining the position by forward kinemat-
ics, the cadence can be obtained from the calculation 
of the angular velocity, which cannot be obtained 
from the joint space. Also, through forward kinematics 

it is possible to obtain the distance between the joints 
during the gait cycle and from there determine the 
dependency that exists between them. Therefore, 
using metrics such as these, through these compara-
tive metrics, it is possible to contribute to diagnosis 
and decision-making. 

FIGURE 8. a) Hip, b) Knee, c) Ankle and d) Big toe,
right positions in the sagittal plane during gaits:

normal (N), mild crouch (MC) and severe crouch (SC),
using the quaternion-based approach.
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FIGURE 9. a) Hip, b) Knee, c) Ankle and d) Big toe,
left positions in the sagittal plane during gaits:

normal (N), mild crouch (MC) and severe crouch (SC),
using the quaternion-based approach.
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The use of specific metrics to develop the biomechani-
cal analysis of gait depends on the objective of interest. 
Generally, these metrics are used to determine age, gen-
der, pathologies [34] or physiotherapeutic progress [35].

The most common metrics used in gait analysis are 
speed, cadence, stride length, toe angle, number of 
daily steps [23]. There are some less used ones based on 
the calculation of the area of the silhouette to deter-
mine gender [36]. This represents an area of opportu-
nity to study and propose new metrics evaluated in the 
operational space. While the Euclidean distance is the 
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usual norm used in cartesian space, for human gait 
analysis, it has not been reported as a useful metric. 
The Euclidean distance between orthonormal frames 
of the joint references (Figure 3) of lower limbs is 
shown in (Figure 10) and is calculated as
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(18)

for the distance between the knees, while
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and
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are used to calculate the euclidian distance between 
ankles and big toes, respectively.

FIGURE 10. Euclidean distance between a) knees,
b) ankles, and c) big toes of the lower limbs during

normal (N), mild crouch (MC) and severe crouch gaits. 
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The use of the metric of the Euclidean distance in the 
cartesian space of the gait allows to establish a distance 
pattern to determine the normal and abnormal param-
eters during the evaluation and it is related to the range 
of motion of each joint. The distance between the right 
and left hip references due to the human model used is 
kept constant and for this reason is not presented in 
(Figure 10). The distance between knees references 
during normal gait is greater for each gait sample than 
mild and severe crouch gaits, which implies that the 
global performance in abnormal gaits reflects a limita-
tion of movement, which is characteristic of diseases 
such as cerebral palsy or hemiplegia. On the other 
hand, the form factor of the distance measurement of 
normal gait references can be established as the gait 
pattern in cartesian space, so it is clear that in (Figure 
10a) the abnormal gaits do not maintain the same dis-
tance between knees as the pattern. Similar perfor-
mance in measuring the Euclidean distance between 
the ankles and the big toes of both lower limbs. 

CONCLUSIONS
Unlike classical Denavit-Hartenberg and geometric 

methods for calculating the forward kinematics of 
position of a serial kinematic chain, the method based 
on quaternion algebra proposed in this work reduces 
the complexity of kinematic modeling and the compu-
tational cost of numerical calculation when the num-
ber of degrees of freedom of the chain increases. 
Furthermore, through the method introduced, it is 
possible to approximate the gait pattern of the 23 DoF 
human model, through the 8 DoF model used in this 
work, reducing the number of orthonormal frames in 
the modeling and instrumentation required for the 
acquisition of biomechanical data of the gait.

The analysis in the 3 anatomical planes of the 8 DoF 
model allows an evaluation of the performance of the 
lower limb joints during the gait cycle both, inde-
pendently and as a whole. If the movements of the 
joints in a single anatomical plane are evaluated, as for 
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example in the 3 DoF model presented, a local analysis 
is obtained, which does not consider the movements 
in other anatomical planes that limit the comprehen-
sive diagnosis, and there may be loss of an objective 
diagnosis.

Finally, gait analysis in the cartesian space from the 
joint space is useful to assess gait abnormalities of the 
studied subject with respect to the normal gait pat-
tern. The evaluation in the operational space of abnor-
mal gaits, such as mild crouch and severe crouch 
respect to normal gait, shows an anatomical displace-
ment of excessive flexion in the knees and ankles pre-
sented in this type of gait, noted numerically through 
the proposed model. In addition, it is possible to deter-
mine the normal patterns and metrics of these and 
other joints such as the hip, which help diagnose dis-
eases related to the detected abnormalities. The use of 
other metrics in cartesian space, the calculation of 
inverse kinematics, and differential kinematics can 
greatly improve the biomechanical gait analysis. 
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Respuesta Coclear Eléctrica como Medida Objetiva del Umbral Auditivo y la Evaluación del 
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ABSTRACT 
The di!culties of applying the audiometry in pediatric populations and its methodological limitations in implanted 
patients have spurred the development of new alternative auditory evaluation methods. This study aimed to show 
an objective method to estimate hearing thresholds in pediatric cochlear implanted patients through Electrical Co-
chlear Response (ECR) and to quantify the hearing performance by using an Auditory Skills Questionnaire (ASQ) 
and a Calibrated Sounds Test (CST) designed on purpose. Eighteen implanted patients, 1-6 years old underwent 
standard audiometry, ECR, and ASQ in two evaluation sessions T1 and T2. At T2, in addition, patients underwent 
CST. For patients ≤3 years old (G1), Pure Tone Averages (PTA and PTAECR)showed a statistically signi$cant di%erence 
between them at T1 and T2. At T2 improvements in audiometric and ECR thresholds were observed (p<0.05), regar-
ding T1. Patients older than 3 years (G2) had signi$cantly better ASQ and CST scores. CST detection scores at 40 dBHL 
for groups G1 and G2, 36% and 70% respectively, showed a better relationship to ECR thresholds. The relationship 
observed between ECR thresholds and CST detection scores seems to con$rm that ECR brings the feasibility of ob-
jective hearing threshold estimation and provides a better frequency resolution than audiometry. 

KEYWORDS: electro-acoustic test; frequency speci!city; intensity calibrated sounds; hearing performance
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RESUMEN 
Las di!cultades para la aplicación de la audiometría en la población pediátrica además de sus limitaciones me-
todológicas en pacientes usuarios de implante coclear, señalan la necesidad de métodos audiométricos alternos. 
En el presente trabajo se utiliza el potencial eléctrico, denominado Respuesta Coclear Eléctrica (ECR) observado 
solamente en usuarios de implante coclear, para la estimación de umbrales auditivos prescindiendo de la partici-
pación consiente del paciente, además de evaluar el desempeño auditivo mediante un Cuestionario de Habilidades 
Auditivas (ASQ) y la Prueba de Sonidos Calibrados (CST). A dieciocho participantes de 1 a 6 años, se les practicó 
Audiometría, ECR y ASQ en dos sesiones, T1 y T2; adicionalmente, en T2 se aplicó CST. En T1 y T2 los promedios 
de tonos puros, PTA y PTAECR, de pacientes ≤ 3 años (G1), mostraron una diferencia estadísticamente signi!cativa 
entre ellos. En T2 los umbrales audiométricos y ECR (p <0.05), mejoraron respecto de T1. Pacientes > 3 años (G2) 
lograron puntuaciones ASQ y CST signi!cativamente mejores. Los puntajes de detección CST a 40 dBHL, G1(36%) y 
G2(70%), mostraron mejor relación con los umbrales ECR. Esta relación entre los umbrales ECR y los puntajes de 
detección CST indican que la ECR permite estimar el umbral de audición, logrando adicionalmente mayor resolu-
ción en frecuencia que la audiometría.

KEYWORDS: prueba electro-acústica; especi!cidad en frecuencia; sonidos calibrados en intensidad; desempeño auditivo
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INTRODUCTION
Today, a technological alternative for patients suffering 

from profound bilateral sensorineural hearing loss is the 
cochlear implant (CI) which, based on banded spectrum 
analysis for extraction of significant voice attributes, 
obtains an electrical stimulation code which, applied to 
the patient’s hearing system, generates an auditory sen-
sation. The FDA (Food and Drug Administration) rec-
ommends using CI in children from 12 months of age, 
due to the difficulty of performing behavioral hearing 
tests in younger patients. This is a limitation when seek-
ing successful rehabilitation in the implanted patients, 
considering that the critical period for language acquisi-
tion comprises the first years of life [1] [2] [3]. 

Four to six weeks following implant surgery, CI is pro-
grammed for the first time, starting the process of cus-
tomizing the device to the patient’s needs, in order to 
achieve useful, safe, and comfortable hearing. The 
different parameters involved in CI programming 
include establishing the dynamic range of electrical 
stimulation current in each intracochlear electrode, 
delimited by the minimum (T) and maximum (M) lev-
els corresponding to the threshold and maximum tol-
erable auditory sensation, respectively [4]. In clinical 
practice these current levels are determined by observ-
ing the patient’s auditory behavior in response to the 
electrical stimulation provided for a limited number of 
electrodes. This behavioral CI fitting can be more diffi-
cult in pediatric patients who lack the communication 
skills needed to obtain reliable feedback information.

This scenario has led to the use of electrophysiologi-
cal methodologies such as Brainstem Auditory Evoked 
Potentials (BAEPs) [5] [6], the Electric Stapedial Reflex 
Threshold (ESRT) [7] [8] [9] [10], and the Electrically-Evoked 
Compound Action Potential (ECAP) [5] [9] [10] [11], to esti-
mate T and M current levels for the electrode array. Of 
these methodologies, ECAP is the most used because it 
can be recorded for selected electrodes during or after 
implantation surgery [12]. 

Unfortunately, neither ECAP nor other electrophysio-
logical methodologies mentioned previously, allow 
the estimation of hearing thresholds. The audiometry 
is the only clinical test available to determine hearing 
thresholds for a number of standardized frequencies 
[13] [14] [15] [16], which requires the conscious participation 
of the patient. 

Audiometry results are reliable in patients older than 
4 years old, while in younger patients it is difficult to 
perform because they frequently do not present per-
ceptible behavioral changes. It is even more difficult to 
observe the changes in implanted patients, especially 
in their first CI programming session because they are 
not familiar with the use of the device [17].

Furthermore, standard audiometry was not origi-
nally designed for implanted users. Test standardized 
frequencies set does not consider the band pass filter 
number for the spectral analysis that CI sound proces-
sor performs on the external input sound. The number 
of the band pass filter depends on the number of active 
electrodes and the IC manufacturer. Therefore, if any 
audiometry test frequency fall outside the band-pass 
filter bandwidth, corresponding to a certain intraco-
chlear electrode, the hearing threshold may not be 
evaluated correctly.

Despite audiometry application difficulties and lim-
itations in implanted pediatric patients, this test is 
used as a guide to readjust stimulation current level in 
the intracochlear electrode array, in order to lead the 
patient from an auditory status equivalent to profound 
deafness to normal hearing. The methodological lim-
itations to determine the optimal M and T current 
levels across the electrode array, by using electrical 
stimulation tests like ECAP, as well as the difficulties 
in estimating the hearing thresholds due to the adjust-
ment of the current levels, especially in pediatric 
patients, has generated the need to develop new alter-
native methods to evaluate hearing.
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Our research group at the Metropolitan Autonomous 
University (UAM) Audiology Laboratory has devel-
oped a test called Electrical Cochlear Response (ECR) 
[18], as an alternative method for hearing threshold 
estimation in implanted pediatric patients. ECR mea-
sures the electrical response of the auditory nerve due 
to electric stimulation every time CI processes an 
incoming external sound. The ECR considers the audi-
tory nerve portion responsiveness to the electrical 
current involved with each intracochlear electrode. 
For a given dynamic range of electrical current in an 
intracochlear electrode, ECR allows establishing the 
minimum sound intensity level for which auditory 
nerve portion near to intracochlear electrode gener-
ates a threshold electrical response. 

Through individual electrode current adjusting, ECR 
test can help to estimate the auditory threshold at 
each of the intracochlear electrodes. This is done by 
quantifying the change in amplitude of the ECR due 
to variations in the sound intensity level of the input 
sound.

Previous ECR results have shown that the activation 
profile of the intracochlear electrodes follows the 
audiometric threshold profile [19]. These results have 
shown the feasibility of estimating the patient’s hear-
ing thresholds based on ECR, which is independent of 
the age, general health condition, previous time of 
use, or brand of the CI.

On the other hand, considerable efforts have been 
made in the clinical field to establish an auditory-ver-
bal rehabilitation program for pediatric CI users, by 
using a standardized set of tests that include ques-
tionnaires about child’ hearing abilities development, 
and evaluation of speech and sounds discrimination 
[20] [21]. However, up to now, there are no standardized 
methodologies to quantify the patient’s hearing per-
formance during the period of adaptation to the 
device. 

The purpose of this work is to show the use of ECR to 
estimate hearing thresholds in implanted pediatric 
patients and to evaluate hearing performance through 
the application of a set of tests designed to assess the 
patient's hearing abilities (see Table 1). 

MATERIALS AND METHODS

Population
We included a group of 25 pre-lingual CI users 

between 1.4-6.6 years of age, who underwent CI sur-
gery at the National Institute of Rehabilitation (INR), 
in Mexico City. Patients were diagnosed with bilateral 
profound sensorineural deafness and used hearing 
aids for at least six months previous to implantation 
surgery. All patients had a full insertion of the elec-
trode array. Patients with neurological disease or ossi-
fied cochlea, and those without audiometry were 
excluded. Patients who did not complete the follow-up 
period were eliminated. The patient’s parents accepted 
to wake up their children around 10 hours before ECR 
test. Ethical Research Committee of INR approved and 
supervised the study complied with all applicable 
research and ethical standards and laws followed by 
the Declaration of Helsinki principles. All patients’ 
parents signed informed consent.

Two evaluation sessions were considered, T1: 1.5 to 9 
months after CI implantation, and T2: 7 months after 
T1. The Figure 1 shows a flow diagram of the procedure 
used for patient ś hearing evaluation in each session.

Tests
Tests were performed at the INR audiology service in 

a 2.5x2.5x3.0 m audiometric test booth. The free field 
was calibrated according to ISO 389-7 Standard using a 
B&K 2235 sound meter, B&K 1625 filter, and a B&K 
4230 microphone calibrator. The free field audiometry 
and ECR test were obtained in two different and suc-
cessive days. Audiometry was performed using an 
Interacoustics clinical audiometer AC-40, while the 
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patient was wearing the CI, seated a meter away from 
the loudspeaker. Pure Tone Average (PTA) was calcu-
lated in the frequency range of 500 to 2000 Hz to 
determine the patient's hearing level [15]. 

A prototype of ECR Monitor developed by the UAM 
Audiology Laboratory jointly with the company 
Innovamedica was used to obtain ECR. The prototype 
consists of one module to generate and reproduce 
sound stimuli, and other to acquire EEG, and a PC plat-
form with software which synchronizes and organizes 
the acquisition of EEG with the reproduction of the 
stimuli (Figure 2). 

Two recording EEG channels with A1(–), A2(–), Cz(+) 
and FPz(GND) according to 10-20 system [22], observing 
an electrode-skin impedance < 5 k1 at 100 Hz were 
used. One hundred 50 ms EEG epochs were averaged, 
previously filtered with a second-order Butterworth 

low-pass filter of 0.1 to 300 Hz with cutoff slope of 12 
dB/Octave, zero phase, ±10 ȝV artifact rejection win-
dow, and a sampling frequency of 20 kHz.

The waveform of ECR response (*) is shown in Figure 
2 for a stimulation tone pip of 1278 Hz (central fre-
quency assigned to the intracochlear electrode num-
ber eight). The increase in the ECR amplitude and the 
decrease in latency are due to the increase in the inten-
sity of the tone pip. The ECR threshold is defined as 
the minimum intensity for robust ECR detection.

During the ECR test the patient remained asleep on a 
cot with the head facing a loudspeaker positioned at a 
distance of one meter, with CI operating under every-
day usage conditions, according to the CI program-
ming parameters previously defined by the audiolo-
gist. The test was performed in the presence of the 
patient’s parents and supervised by the audiologist. 

FIGURE 1. Flow diagram procedure used for patient́ s hearing evaluation in T1 and T2 sessions.
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A PTAECR value was calculated considering intraco-
chlear electrode central frequencies in the frequency 
range of 500 to 2000 Hz (540, 642, 762, 906, 1076, 
1278, 1518 and 1803 Hz). Patients' hearing level was 
classified as normal (0-20 dBHL), mild deafness (20-40 
dBHL), moderate deafness (40-60 dBHL), severe deaf-
ness (60-80 dBHL), and profound deafness (>80 dBHL) 
[9]. Additional intermediate audiometric threshold val-
ues were interpolated to compare audiometry with 
ECR test result frequency by frequency.

Once ECR test finished, patients' parents answered 
the ASQ to provide information about the child’s abil-
ity to use the CI in daily situations and the ability to 
detect, identify, and repeat 18 ambient sounds, as 
indicated in Table 1. Items evaluated were taken from 
the IT-MAIS/MAIS scale and the LiP Profile [20] [23]. The 
CST was designed to evaluate the patient’s ability to 
detect, identify, and repeat 6 seconds duration real 
sounds and two-syllable Spanish words (Table 1).

All the CST items were normalized in amplitude and 
grouped in the following five groups: 1. An extended 
version of Ling sounds, which include eight represen-
tative phonemes of the speech spectrum [1] [24]; 2. 
Thirteen animal sounds; 3. Seven transportation 

sounds; 4. Ten ambient sounds [1] [25]; 5. Fourteen 
two-syllable Spanish words [1]. Ling sounds -extended 
version- and two-syllable Spanish words were recorded 
in a soundproof chamber at INR Audiology Service.

During CST, the patient remained seated at a distance 
of one meter from the loudspeaker. Three different 
sessions of 40 minutes were necessary to complete 
CST. At each session, cards with allusive images to 
sounds were given to the patient to keep their attention 
during the test. Each item was randomly played up to 
three times, starting at 60 dBHL, while the therapist 
registered the patient's responses. The test was per-
formed in the presence of the patients’ parents, under 
the everyday CI program mode.

ASQ and CST scores achieved by patients were used to 
quantify the hearing performance at the end of the 
follow-up period. Table 1 details all test items and the 
evaluation criteria considered to achieve a hearing per-
formance of 100%.

Statistical analysis
The dependent t-test was used to evaluate changes in 

audiometry and ECR thresholds for all the patients 
between sessions T1 and T2. The independent t-test was 

FIGURE 2. Block diagram of the system for ECR acquisition. The tone pip is generated in the
Stimulation Module and sent to the patient while the patient is asleep inside the audiometric test booth.

Two channels of EEG recording are used in the Acquisition Module. ECR waveforms obtained from
an average of 100 EEG epochs due to a tone pip of 1278 Hz, for an increasing intensity level.
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TABLE 1. Itemize of test items taken into account to evaluate the hearing performance in implanted patients.��������
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used to evaluate differences between PTA and PTAECR by 
gender or age, at T1 and T2 sessions. The performance 
tests were evaluated by non-parametric analysis because 
the data did not show a normal distribution.

ASQ scores by gender and age were analyzed using 
the Mann-Whitney U test at each evaluation session. 
Scores obtained between T1 and T2 sessions were ana-
lyzed using the Wilcoxon rank-sum test. The CST 
scores were compared in patients grouped by age 
using the Mann-Whitney U test. The data were ana-
lyzed with NCSS V.9.0.5 [26], considering p<0.05 as sig-
nificant value. Results are presented in terms of mean 
± standard deviation (SD) and percentages.

RESULTS AND DISCUSSION
Of the 25 patients initially included, seven were elim-

inated because they did not complete the follow-up 
period. Two of them experienced problems with the 
implant and five did not complete the battery of tests. 
The average age of the 18 patients included in the anal-
ysis (9 girls and 9 boys) was 3.2±0.9 (1.8-5.7) years. 
The average auditory age (elapsed time between CI 
activation and ECR recording) was 7.2 months. 
Information about the patients is presented in Table 2.

Figure 3 shows the mean thresholds values for audi-
ometry and ECR for all patients in sessions T1 and T2. 
A significant decrease in these thresholds is observed 
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in T2 in relation to T1 (p<0.05), 11±2 dBHL and 7±3 dBHL, 
respectively, indicating an improvement in hearing 
thresholds over time. ECR thresholds were obtained at 
lower intensity than audiometry, 7 dBHL at T1 y 3 dBHL 
at T2, on average. Significant differences (p<0.05) were 
observed for 1076, 1278 and 6665 Hz in T1. In both 
testing sessions, the ECR threshold values showed less 
dispersion (≈10 dBHL) than the audiometry (≈20 dBHL).

Audiometric and ECR thresholds, PTA, PTAECR, ASQ 
and CST scores did not show significant differences 
when analyzed by gender. For the analysis by chrono-
logical age, patients were divided into 2 groups: 3 years 
and younger (G1; n=8) and older than 3 years (G2; n=10).

Table 3 shows significant PTA differences between 
G1 and G2 groups in the two sessions, with lower val-
ues in G2; while the PTAECR do not show significant 
changes between G1 and G2. In both sessions, PTAECR 
values were lower than PTA values for G1 group 
(p<0.05); 22 dBHL at T1 session, and 13 dBHL at T2 ses-
sion. On the other hand, G2 group did not show signif-
icant differences between PTA and PTAECR values, 4 
dBHL at T1 (p=0.37) and 5 dBHL at T2 (p=0.29).

Regarding ASQ, G1 group improved significantly 
their scores (p<0.05) from T1 to T2 session for IT-MAIS/
MAIS and Ambient Sounds Response -Detection-. The 
scores improvement for Identification (p=0.13) and 

TABLE 2. Patients included in the analysis, users of IC brand Advanced Bionics, model
Hires 90K/HiFocus with complete insertion of intracochlear electrodes.
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FIGURE 3. Mean and standard deviation values of the audiometric and ECR thresholds by frequency obtained
from 18 patients, ages 3.2(0.9 years, at T1 and T2 sessions.

Repetition (p=0.23) ambient sounds were not signifi-
cant. For G2 group there was not a score significantly 
improvement for any ASQ items. Better scores were 
obtained by G2 group at T1 and T2 sessions and only 
for Identification, significantly differences between 
groups were found at both sessions.

Figure 4 shows mean audiometric and ECR thresholds 
for both patient groups at T2 session when patients’ 
cooperation got better allowing reliable audiometry. For 
G1 group ECR had lower threshold and less dispersion 

than audiometry. Significant differences (p<0.05), 17±2 
dBHL on average, between audiometric and ECR thresh-
olds for frequencies above 1278 Hz were observed. For 
G2 group, audiometry and ECR had lower threshold 
than G1 group without significant differences between 
tests. Audiometry showed lower threshold, 5±3 dBHL on 
average, and greater variability than ECR. In T2, after 
more than a year wearing the CI in most patients, the 
CST was evaluated to quantify the hearing perfor-
mance, once the children became familiar with the use 
of the CI. G2 had better CST detection scores than G1.

FIGURE 4. Audiometric and ECR thresholds of patients 3 years of age or younger (group G1),
and patients older than 3 years (group G2), in session T2. 
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TABLE 3. Features of the patients in sessions T1 and T2.
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The largest changes between the two groups (G1 and 
G2) were found in animal sounds, environmental 
sounds, and two-syllable Spanish words at 40 dBHL 
(Table 4).For group G1, the PTAECR of 38±6 dBHL seems 
to show better relationship with CST detection scores 
at 40 dBHL than PTA of 51 ±17 dBHL showed in Table 3. 
The average hearing performance obtained for G1 and 
G2 groups was 32% and 58% respectively, (p<0.05).

Below is an example of a patient (S2) older than 3 
years, who is already familiar with the use of his CI, 
which has the audiometric and ECR thresholds of 
Figure 5 and the CST detection scores of Table 5. 

According to audiometry patient S2 should detect all 
sounds at 40 dBHL, however he is not. His CST detec-
tion scores are more related to ECR, where thresholds 
are below 40 dBHL only at some frequencies. 

A common practice for CI fitting purposes is to use 
ECAP threshold to establish M and T levels of the 
dynamic range of electrical current for a limited num-
ber of intracochlear electrodes, without considering 
the CI sound processor operation. Unfortunately, ECAP 
is not a predictor of post-operative performance [27]. 
Some studies had shown that ECAP threshold tends to 
fall over time [11], and is absent in approximately 5% of 

TABLE 4. Average CST detection scores achieved for patients groups at T2 session.
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patients [12] [28]. ECAP thresholds profile does not fully 
coincide with M levels profile [12], hence final M and T 
levels values should be confirmed by expert observa-
tion of the patient’s auditory behavior and successive 
application of audiometry, which is not an easy task in 
pediatric patients. 

Bear in mind that audiometry was not originally 
designed for implanted patients. Thus, the standard 
test frequencies have no relationship with the fre-
quency bands assigned to the intracochlear electrodes. 
This may cause to underestimate the hearing threshold 
by up to 3 dB when test frequency falls within the band-
width of any band-pass filter or an inadequate estima-
tion of hearing threshold if it falls outside bandwidth.

Due to its objective nature, ECR can be use since the 
initial CI programming. Furthermore, the utilization of 
sound stimulus of frequency equal to the central fre-
quency assigned to each stimulation electrode allows 
individual addressing of intracochlear electrodes. 

Additionally, ECR thresholds showed less dispersion 
than audiometry, probably due to its objective nature 
compared to the subjectivity of the audiometry which 
generated greater deviations.

The high variability found in the audiometry of the 
youngest patients, G1, may be due to their short age, 
limited experience using the CI, and the difficulty 
they presented in performing the test.

FIGURE 5. Audiometric and ECR thresholds obtained
for patient S2 in session T2.

TABLE 5. Calibrated Sounds Test detection
score for patient S2 in session T2.
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In the other hand, it was difficult to obtain thresholds 
at high frequencies in these patients. For older chil-
dren, G2, according to the audiometry, all of them 
would be in mild deafness, with hearing thresholds 
below 40 dBHL, Figure 4, however the CST shows 
detection scores less than 80% for 40 dBHL.

This is probably due to the fact that most patients 
have not developed the skills to detect the different 
sounds evaluated. G1 achieved a total CST detection 
score of 55% and G2 of 82% after approximately one 
year of CI use, Table 4.

The patient S2 hearing thresholds illustrate how the 
inherent subjectivity of audiometry affected the deter-
mination of hearing thresholds for test frequencies 
below 906 Hz, where an average difference of 20 dBHL 

was observed with respect to the ECR thresholds after 
8.4 months of CI activation (Figure 5). 

This study corroborated the feasibility of evaluating 
the patient-CI pair making the use of known frequency 
and variable intensity tone pips with the CI operating 
under everyday usage conditions, which take account 
of the effect of microphone sensitivity and sound pro-
cessor gain.
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A limitation of the ECR test is that requires patients to 
remain asleep during the entire test. Nevertheless, the 
results showed the possibility of knowing the mini-
mum sound intensity level for the detection of ECR 
corresponding to the probable hearing threshold. The 
relationship between patients’ hearing performance 
improvement and ECR was also shown after modify-
ing T and M levels, and/or extent of the dynamic range 
of electrical current derived from the amplitude and 
waveform analysis of the ECR.

The promising results provided in this study lead us 
to propose ECR as a tool for the evaluation and fol-
low-up of CI users, especially for ages ≤ 3 years. 
Although more studies are needed to show the possi-
ble benefits of this objective approach from the activa-
tion of the CI.

CONCLUSIONS
The most significant differences between audiomet-

ric and ECR thresholds obtained by PTA and PTAECR 
were observed for patients aged 3 years or younger. 
Additionally, no statistically significant differences 
were obtained for older patients. However, the similar-
ity in the threshold profiles obtained in both tests 
allows us to think about the possibility of obtaining 
hearing thresholds using ECR. 

Furthermore, our study highlighted the limitations 
of audiometry to provide information on the hearing 
threshold due to subjectivity and the absence of a rela-
tionship between test frequencies and the central fre-
quencies of the band pass filter assigned to each CI 
intracochlear electrode. 

The application of ASQ and CST tests was very diffi-
cult due to the age of the patients and the lack of expe-
rience in the use of the CI; however, these made possi-
ble to relate auditory behavior with audiometry and 
ECR, where a better relationship was shown between 
ASQ and CST scores and ECR thresholds.

This research project showed the possible benefits of 
employing ECR to estimate hearing thresholds per fre-
quency in pediatric implanted patients, especially 
younger than 3 years, as well as the implementation of 
ASQ and CST to quantify hearing performance. During 
the patients' follow-up period, the methodology devel-
oped helped audiologists and therapists to identify 
some difficult situations related to CI programming 
and rehabilitation therapy strategy, helped them to 
quantify and improve the performance of their 
patients, and to have additional information about 
their hearing. 

ABBREVIATIONS
 » ASQ: Auditory Skills Questionnaire
 » BSCMD: Bilateral Sensorineural Conductive 

Mixed Deafness 
 » BPSD: Bilateral Profound Sensorineural Deafness
 » CI: cochlear implant 
 » CST: Calibrated Sounds Test
 » ECR: Electrical Cochlear Response
 » ECR threshold: hearing threshold estimated by 

ECR
 » G1: patients group ages 3 years and younger 
 » G2: patients group older than 3 years
 » HP/F: Hires-P w/Fidelity 120
 » HS/F: Hires-S w/Fidelity 120
 » PTA: Pure Tone Average in the frequency range 

500 to 2000 Hz 
 » PTAECR: Pure Tone Average for ECR test in the 

frequency range 500 to 2000 Hz 
 » T1: first evaluation sessions
 » T2: second evaluation session. 
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